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Demartek iSCSI Deployment Guide 2011

Overview

Because of an increased interest in iISCSI (Internet SCSI), Demartek has produced this Demartek
iSCSI Deployment Guide 2011, one in a series of technology deployment guides. This guide can
be found on our website in our iSCSI Zone or by searching the Internet for “Demartek iSCSI De-
ployment Guide” using any well-known Internet search engine.

Audience

This guide is designed for managers and technical professionals within IT departments who are ex-
ploring the possible benefits of iSCSI technology or who are looking for actual deployment exam-
ples of iSCSI storage solutions.

Objectives of this Guide

This guide is designed to provide basic information about iSCSI and practical guidance for plan-
ning and deploying iSCSI technology and products. Although this guide contains some iSCSI mar-
ketplace information and discusses specific vendor products, it is primarily a technical document. It
focuses on iSCSI primarily, but not exclusively, in a Microsoft Windows environment and is an
updated version of the 150-page Microsoft iSCSI Storage Deployment White Paper that we pub-
lished for Microsoft in June 2007, which is available on our website.

Because iSCSI includes server, networking, and storage technologies, this guide provides infor-
mation and guidance in each area. A basic understanding of each of these areas is needed to suc-
cessfully deploy iSCSI technology.

This guide is intended to be used as a reference and is divided into sections including iSCSI mar-
ketplace data, iSCSI technology areas, and specific vendor products in the area of network adapters
and storage targets. There are screen shots and information from actual deployments of these
products. Most of the work was performed in the Demartek lab in Arvada, Colorado, USA.

About Demartek

Demartek has its own lab and the vast majority of the research work we do involves running hard-
ware and software solutions in our lab with our staff. The Demartek lab is equipped with servers,
network infrastructure, and storage, and supports 1Gb Ethernet, 10Gb Ethernet, iSCSI, Fibre
Channel, FCoE, SSDs, and a variety of other technologies.

Demartek produces highlight videos of public evaluations and deployment guides. Links to these
videos are available on our web site and are posted on the Demartek channel on YouTube.
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Basic Storage Architectures

Storage for computers can be architected in several ways, each satisfying specific needs. Here we
provide an overview of these architectures and show where iSCSI technology fits.

Direct Attached Storage (DAS)

Direct Attached Storage (DAS) is probably the most well-known form of computer storage. In a
DAS implementation, the host computer has a private connection to the storage and almost always
has exclusive ownership of the storage. The host computer accesses the storage in a “block” fashion,
which means that it directly addresses blocks on the storage device. This implementation is relative-
ly simple and usually inexpensive. Potential disadvantages are that the distance between the host
computer and the storage are frequently short, such as inside a computer chassis or within a rack or
adjacent rack. Some DAS implementations require that the host computer be taken offline when
adding or removing storage devices, such as a boot drive directly connected to a motherboard stot-
age interface. SATA is a common DAS interface.

Network Attached Storage (NAS)

Network Attached Storage (NAS) devices, also known as file servers, share their storage resources
with clients on the network in the form of “file shares” or “mount points.” The clients use network
file access protocols such as CIFS/SMB or NFES to request files from the file server. The file server
then uses block protocols to access its internal storage to satisfy the requests. Because NAS operates
on a network, the storage can be very far away from the clients. Many NAS solutions provide ad-
vanced features such as snapshot technologies, global namespace, SSD caching and more.

Storage Area Network (SAN)

SAN architecture provides a way to use block access methods over a network such as Ethernet or
Fibre Channel to provide storage for host computers. The storage in a SAN is not owned by one
server but is accessible by all of the servers on the network. This SAN storage can be carved into
logical storage pools or volumes that can be assigned to particular host servers. These logical vol-
umes are independent of the geometries or components of the storage hardware. The storage ap-
pears to host servers and applications in the same way that DAS storage appears, but because SAN
storage uses a network, storage can be a long distance away from the host servers.

SAN architectures use block Small Computer System Interface (SCSI) protocol for sending and re-
ceiving storage data over their respective networks. Fibre Channel (FC) SANs implement the SCSI
protocol within the FC frames. Internet SCSI (iSCSI) SANs implement the same SCSI protocol
within TCP/IP packets. Fibre Channel over Ethernet (FCoE) is a newer interface that encapsulates
the Fibre Channel protocol within Ethernet packets using a relatively new technology called Data
Center Bridging (DCB), which is a set of enhancements to traditional Ethernet and is currently
implemented with some 10GbE infrastructure. Because each of these technologies allow applica-
tions to access storage using the same SCSI command protocol, it is possible to use all of these
technologies in the same enterprise, or to move from one to the other. Generally speaking, applica-
tions running on a host server cannot tell the difference between Fibre Channel SAN storage,
FCoE SAN storage, and iSCSI SAN storage. In fact, applications generally cannot tell the differ-
ence between DAS storage and SAN storage.
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There has been much debate over Fibre Channel vs. iSCSI. Some people focus on the lower entry
price points available for iSCSI SANs, while others focus on high reliability and availability of Fibre
Channel SANs. The conventional wisdom in this debate no longer holds true in many cases. While
it is true that at the low end iSCSI tends to be less expensive than Fibre Channel, as performance,
reliability and high availability features and designs are included in iSCSI solutions, the iSCSI price
advantage diminishes. Over the past few months we tested various solutions for ease of use and
found that some implementations of Fibre Channel are just as easy, or in fact easier to use, than
some iSCSI implementations. We have also found several iSCSI solutions that are designed for
performance, high reliability, and high availability. Much work has been done to increase perfor-
mance, reliability, and ease-of-use with both of these SAN technologies. The real issues are satisfy-
ing the needs of the business or application, working with existing infrastructure and expertise,
maintaining service-level agreements, and staying within budgets. Fibre Channel and iSCSI tech-
nology can meet these requirements, and there is room for both in current and future IT environ-
ments.

For the larger enterprises that have implemented SAN technology, most have implemented Fibre
Channel technology. These enterprises typically demand proven technology, have the need for high
bandwidth storage solutions, have the budgets to pay for more expensive hardware to meet their
performance and reliability needs, and typically have full-time staff dedicated to storage manage-
ment. Some of these enterprises continue to invest in Fibre Channel storage solutions and plan to
do so for the foreseeable future. However, some of these enterprises are also investing in iSCSI
storage solutions, especially with 10GbE technology, for their virtualized server environments.

Smaller enterprises are often attracted to iSCSI technology because of its lower entry price point,

and grow their iSCSI SAN as their needs change.

There is more to choosing a storage system than selecting the host interface. Regardless of the type
of interface, several other factors need to be considered, including the number and type of disk
drives, amount and type of SSD technology, management software, advanced features, support
from the vendor, and several other factors. Advanced features of modern storage systems may in-
clude various forms of replication, thin provisioning, compression, data de-duplication, caching,
automated storage tiering, and more.

Unified Storage

Unified storage combines NAS and SAN technologies into a single, integrated solution. These uni-
fied storage solutions provide both block and file access to the shared storage environment. These
often provide simplified management by combining the management of all storage, regardless of
the transport or “plumbing” into a single management console.
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iISCSI Marketplace

Demartek focuses primarily on real world, hands-on experience with various technologies, but we
decided that providing some iSCSI marketplace data would help provide additional perspective.
The following marketplace data is provided by IDC and is reprinted with their permission.

iSCSI

The desire for lower-cost, less complicated networking infrastructures continues to compel solution
providers and users to consider iSCSI. Adoption of iSCSI scales from the SMB market to large dat-
acenters. In addition, server virtualization becomes one of the major driving forces for iSCSI adop-
tion.

iSCSI adoption should increase the TAM in the SMB market segment and provide additional op-
portunity in large corporations. However, increases in TAM may be offset by lower cost per gigabyte
associated with the systems. The impact of I0GbE on iSCSI demand is still uncertain, but may lead
to growing competition with FCoE in converged IT infrastructure environments in the late years of
the forecast.

Worldwide Enterprise Storage Systems 2010-2014 Forecast Update: December 2010 (IDC#226223 Decem-
ber 2010)

10Gbps Ethernet

The evolution of 10Gbps technology will expedite the adoption of iSCSI SAN in larger organiza-
tions and play an increasingly important role in NAS and clustered storage environments.

Long term, the availability of 10Gbps Ethernet will spur interest in FCoE and iSCSI SAN, with
FCoE being the preferred alternative for many large enterprises with FC SANs. IDC expects a
modest shift of some revenue from FC to the iSCSI SAN segment in out years, with FCoE becom-
ing more important in storage in 2011.

Worldwide Enterprise Storage Systems 2010-2014 Forecast Update: December 2010 (IDC#226223 Decem-
ber 2010)

While the overall market revenue saw a substantial decline, the iSCSI SAN segment posted a
healthy factory revenue growth rate, 24.4% YoY in 2009. While this rate of growth was slower than
in previous years for this segment, it was still a good indicator of end user interest in the Ethernet-
based alternative to, generally, more expensive FC SAN.

- Worldwide Disk Storage Systems 2009 Vendor Share: Year in Review (IDC#225847 December 2010)

IDC forecasts that of the established segments, iSCSI SAN will grow to be a $4.9 billion dollar
market, at a 9.04% compound annual growth rate (CAGR) for the 2011-2015 period. iSCSI SAN
is also forecasted to grow at a higher rate than the established than Fibre Channel (0.65% CAGR)
and NAS (7.34% CAGR).

-IDC Forecast Pivot
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Protocols by Annual Sum of Customer Revenue (USMS$)

Protocols by Revenue (USMS)
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Source: IDC

Protocol 2009 2010 2011 2012 2013 2014 2015 2%1\%';5
DAS $10,473 | $11,333 | $11,425 | $11,483 | $11,373 | $11,237 | $11,299 -0.1
ESCON/FICON $664 $700 $631 $575 $545 $504 $481 7.2
Fibre Channel $9,181 | $10,193 | $10,558 | $10,923 | $11,008 | $10,816 | $10,529 0.7
Fibre Channel

over Ethernet $23 $129 $322 $635 $1,000 $1,507 130.2
(FCOE)

Infiniband $53 $260 $352 $417 $491 $561 $590 17.8
iSCSI $1,874 $2,709 $3,185 $3,600 $4,052 $4,526 $4,910 12.6
NAS $3,702 $5,406 $6,006 $6,501 $7,034 $7,439 $7,704 73
Switched SAS

(SAS SAN) $127 $153 $168 $200 $230 $261 $289 13.6

Source: IDC, reprinted with permission
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Protocols by Annual Sum of Terabytes (TB)
Protocols by Terabytes (TB)
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2010-
Protocol 2009 2010 2011 2012 2013 2014 2015 15
CAGR
DAS 4,122,487 | 6,430,702 | 9,151,908 | 12,845,016 | 17,991,661 | 24,923,806 | 33,927,686 39.5
ESCON/FICON 162,947 234,462 308,371 386,632 517,702 700,648 995,693 335
Fibre Channel 3,207,733 | 4,612,718 | 6,882,335 | 10,013,628 | 14,184,303 | 19,707,653 | 26,659,284 42.0
Fibre Channel
over Ethernet 17,521 71,971 227,173 682,544 1,648,667 3,629,966 190.6
(FCOE)
Infiniband 27,312 79,891 153,748 255,605 421,900 676,586 1,005,964 66.0
iSCSI 900,432 | 1,657,018 | 2,801,610 4,438,713 7,186,983 | 11,725,440 | 18,337,428 61.7
NAS 1,906,285 | 3,141,448 | 5,044,362 8,109,973 | 12,784,235 | 20,021,300 | 30,701,486 57.8
Switched SAS
(SAS SAN) 93,253 129,788 174,808 284,321 451,896 717,717 1,087,626 53.0

Source: IDC, reprinted with permission
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iISCSI Technology and Definitions

Internet SCSI (iSCSI) is an industry standard developed to enable transmission of SCSI block stot-
age commands and data over an existing IP network by using the TCP/IP protocol. The encapsu-
lated SCSI commands and data can be transmitted over a local area network (LAN) or a wide area
network (WAN). As with traditional SCSI, an iSCSI storage solution requires at least one “initia-
tor” residing on the application server and at least one “target” residing on the storage.

Initiators

Initiators are host servers that need access to storage resources. This is in keeping with the standard
SCSI protocol where initiators issue commands to storage devices and wait for replies. iSCSI initia-
tors are included with or are available for every major desktop and server operating system. iSCSI
initiators can be implemented in software such as in the operating system or in hardware such as in
a network adapter. iSCSI initiators can access multiple targets simultaneously.

Targets

Targets are devices that provide storage resources for iSCSI initiators. These follow the SCSI proto-
col for targets by responding to requests from initiators. Targets can be implemented as dedicated
hardware devices such as disk arrays or as combination hardware and software in a server or appli-
ance solution. Targets can respond to multiple iSCSI initiators simultaneously.

iSCSI Qualified Name (IQN)

Every iSCSI initiator and target has a unique iSCSI qualified name (IQN). The IQN is the standard
way of identifying iSCSI initiators and targets. The official standard for IQN naming is listed in
REC 3720. Some iSCSI initiator and target configuration applications do not require rigid adher-
ence to standard IQN naming rules. Examples of standard IQQ naming are listed below.

e ign.1991-05.com.microsoft:dmrtk-srvr-b.lab.demartek.com

o ign.1991-05.com.microsoft:dmrtk-srvr-g

o iqn.1992-08.com.netapp:sn.118050892

Some iSCSI initiator target configuration applications can use an IP address instead of an IQN.
However, best practice is to use the IQN so that if the [P address of the initiator or target changes,
the iSCSI session logon sequences do not have to be changed.

iSCSI Session

Sessions are established between iSCSI initiators and iSCSI targets when the iSCSI initiator per-
forms a “logon” or “connect” with the target. Once established, the IQN and IP address infor-
mation of the initiator and target for each session are maintained.

Multi-Path 1/0 (MPIO)

Many targets support multipath I/O (MPIO) in an iSCSI session that uses multiple IP addresses on
the initiator, target, or both. MPIO can be used for failover or load-balancing. Microsoft provides a
general multipath driver, known as MPIO, which works for iSCSI, Fibre Channel and SAS inter-
faces. MPIO is a feature that can be installed from the “Add Features” wizard in the Server Manag-
er for Windows Server 2008 R2. Some targets require the installation of special drivers or device
specific modules (DSM) on the initiator host to support MPIO.
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Multiple Connections
Some targets support multiple connections using the same initiator and target IP address within the
same session, which may improve performance. Generally, MPIO and multiple connections are not
supported at the same time for the same target.

Challenge Handshake Authentication Protocol (CHAP)
CHAP is a protocol that iSCSI initiators and targets can use to authenticate with each other using a
shared secret (similar to a password). CHAP can be either one-way or mutual. With one-way CHAP,
one side uses the shared secret to compute a one-way hash that is transmitted to the other side dur-
ing the login process. The other side computes a hash of its shared secret and if the hash matches,
it accepts the authentication from the sender. With mutual CHAP, both sides perform this opera-
tion to authenticate each other. This provides additional authentication security above and beyond
what may be present using TCP/IP.

Although not required for iSCSI operation, the best practice is to use one-way CHAP at a mini-
mum and mutual CHAP for higher levels of security.

IPsec

[Psec authenticates and encrypts the packets at the IP packet layer sent between the iSCSI initiator
and iSCSI target. Beginning with Microsoft Windows Vista and Windows Server 2008, IPsec con-
figuration works with the Windows firewall and group policy.
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Networking Technologies

Because iSCSI operates over TCP/IP and Ethernet, it is important to understand several of these
networking concepts. Some of the technologies mentioned below apply to Ethernet networking in
general and specifically for iSCSI.

Line Speed

In theory, iSCSI can use any speed of Ethernet, however the best practice is to use gigabit Ethernet
or faster. We have tested iSCSI using Wi-Fi in the Demartek lab, and it does work. However we do
not recommend using iISCSI over Wi-Fi in enterprise environments for security, performance, and
latency reasons.

10-Gb Ethernet (10GbE) prices are slowly dropping, making it a viable choice, especially in virtual-

ized server environments. The big server vendors are beginning to offer I0GbE as an option on the
newer server motherboards, which we believe will increase the adoption of 10GbE. Some even plan
to offer a choice of copper or fiber-optic connectors.

Cabling

Because iSCSI runs over Ethernet, the iSCSI cabling requirements are the same as they are for
Ethernet. For gigabit Ethernet, Cat5E or Cat6 cabling can be used. For 10GbE, Cat6a and Cat7
cabling can be used and Cat6 cabling can be used up to 55 meters. Fiber-optic cabling can also be
used in gigabit and 10GbE environments.

Additional copper and fiber-optic cabling and connector details for iSCSI and other storage inter-
faces are available on the Demartek Storage Interface Comparison page on the Demartek website.
This reference page can also be found by searching the Internet for “Demartek Storage Interface
Comparison” using any well-known Internet search engine.

Network Adapters and Features

The best practice for iSCSI is to use a good server-class network adapter in order to achieve reliable
performance. In the past, we tested iSCSI storage workloads using cheap desktop-class network
adapters that did not support many of the features listed below, and found that the performance
was poor. In some cases under heavy load, the host server froze and the only way to recover was to
power off the server and re-start it. The same iSCSI storage workloads ran well when using server-
class network adapters.

Good server class network adapters implement many of the following features and provide various
degrees of hardware assistance. It is recommended that these types of network adapters be used for
iSCSI traffic. We tested several 1Gb and 10Gb network adapters from several vendors that work
well with iSCSI solutions, each having a separate section in this guide:

e Broadcom e Intel
e Chelsio e Qlogic

e Emulex
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Jumbo Frames

Jumbo frames (jumbo packets) can be used to allow more data to be transferred with each Ethernet
packet, reducing server overhead for such things as protocol, checksums, etc. The standard maxi-
mum transmission unit (MTU) payload size in an Ethernet packet is 1500 bytes. The most com-
mon size for jumbo frames is 9000 bytes. Depending on the manufacturer, some network devices
support jumbo frame sizes in the range of 4000 bytes to 14,000 bytes. Jumbo frames are typically
supported with 1GbE and 10GbE switches, network adapters, and iSCSI targets, but are not gener-
ally supported with fast Ethernet (100Mb/s) devices.

When jumbo frames are used, the same packet size setting must be set in all the adapters, switches,
and iSCSI targets in the data path in order for them to be successfully transmitted and received.

Receive-Side Scaling (RSS)

Early TCP/IP implementations did not handle multicore systems properly but routed all incoming
packets to one core of the system. Receive-Side Scaling, sometimes known as “Scalable I/O,” bal-
ances incoming packet handling across the CPU cores and requires some intelligence in the net-
work adapter to be supported. RSS support is a recommended best practice for iSCSI.

Also see the “Scalable Networking Pack” notes below.

Partial Offload Functions

Most good server-class network adapters support a number of partial offload functions that include
hardware assistance for several stateless functions needed for TCP/IP processing. These include:

e TCP and UDP checksum offload

e Large Send Offload (LSO)

e Large Receive Offload

These partial offload functions may support IPv4, IPv6, or both.

TCP Chimney Offload

TCP Chimney offload, also known as TCP/IP Offload Engine (TOE), transfers TCP/IP protocol
processing from the host CPU to a network adapter that supports full TCP/IP offload processing,
sometimes known as a TOE card. Both TCP/IPv4 connections and TCP/IPv6 connections can be
offloaded if the network adapter supports this feature.

TCP Chimney offload may not be able to coexist with other applications or services that rely on
lower-level networking services. Services that may not be able to take advantage of TCP Chimney
offload include IPsec, network load balancing, and others.

In Windows Server 2008 R2 the default behaviors for adapters that support TCP/IP offload are:
e On 10 GbE network adapters, TCP connections are offloaded by default
e  On 1 GbE network adapters, TCP connections are not offloaded by default

To offload TCP connections on a 1 GbE network adapter, you must explicitly enable TCP offload-
ing, which can be performed by using the “netsh” command.
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Also see the “Scalable Networking Pack” notes below.

Virtual Machine Queue

Virtual machine queue (VMQ) is a feature found in some network adapters that works with servers
running Windows Server 2008 R2 with Hyper-V. VMQ offloads some of the packet handling and
sorting required in a Hyper-V virtual machine environment, enabling data packets to be delivered
directly to the guest virtual machine with minimal handling by the hypervisor, using Direct
Memory Access (DMA) techniques.

For guest virtual machines running Windows 7 or Windows Server 2008 R2, this feature is auto-
matically supported. For guest virtual machines running Windows Vista or Windows Server 2008,
the integration services setup disk must be installed. Guest virtual machines running earlier ver-
sions of Windows do not support VMQ.

iSCSI Offload

Some server-class network adapters support iSCSI offload, which is a combination of the stateless
offload functions, TCP Chimney offload, and the iSCSI stack offload. These network adapters, in
effect, become host bus adapters (HBAs), and appear to Windows as storage controllers.

Because these adapters offload a great deal of the network processing, they can reduce overall host
CPU utilization while providing excellent performance.

There were relatively few of these for iSCSI offload adapters for 1Gb Ethernet, but with the growth
of 10Gb Ethernet, server virtualization, and multicore servers, several vendors are now providing
10Gb iSCSI offload adapters. We tested some of these adapters for this report.

NetDMA

NetDMA offloads the network subsystem memory copy operation to a dedicated DMA engine.
NetDMA must be enabled in the BIOS and cannot be used with TCP Chimney offload.

Also see the “Scalable Networking Pack” notes below.

Scalable Networking Pack

In 2006, Microsoft released the “Scalable Networking Pack” for Windows Server 2003 and Win-
dows XP 64-bit. This free download included Receive-Side Scaling, TCP Chimney offload and

NetDMA support. These features became a standard part of the operating system beginning with
Windows Server 2008.
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iSCSI Initiators

The primary interface from a host server into the iSCSI infrastructure is the iSCSI initiator. The
iSCSI initiators can be implemented in software or hardware. Software initiators can be provided
in the operating system or through third-party applications. Hardware initiators are usually provid-
ed with specialized network adapters. The hardware initiators usually provide their own TCP/IP
stack and iSCSI stack.

Microsoft iSCSI Initiator

Beginning with Windows Vista and Windows Server 2008, the iSCSI initiator was included as part
of the Windows operating system. For older versions of Windows, including Windows 2000, Win-
dows XP, and Windows Server 2003, the Windows iSCSI initiator was available as a free download.

The iSCSI initiator on Windows operating systems is available with a command-line interface and a
graphical user interface (GUI). Other operating systems such as Linux and UNIX variants include a
command-line interface to the iSCSI initiator. Graphical user interfaces for the iSCSI initiator in
these other environments are also available.

The iSCSI initiator interface is used to discover iSCSI targets, establish sessions with iSCSI targets
and make other configuration adjustments for the iSCSI session. Demartek has produced a short
video highlighting the Microsoft iSCSI initiator graphical user interface from the perspective of a
10-year-old girl. This video is available on the Demartek channel on YouTube.

With Windows 7 and Windows Server 2008 R2, the Microsoft iSCSI initiator has several tabs,
which are:

e Targets - has the Quick Connect option and provides for regular connection and discon-
nection options. The Targets tab also allows the properties for the connection to be que-
ried and provides details about the iSCSI devices.

e Discovery - provides the list of iSCSI targets for discovery purposes and allows for registra-
tion with an iSNS server.

e Favorite Targets - provides the list of favorite targets that will automatically be connected
when the computer restarts.

e Volumes and Devices - provides the list of volumes and devices associated with SCSI tar-
gets and gives the option to have the volume automatically mounted when the computer
restarts.

o RADIUS - provides a list of RADIUS servers that should be used to perform authentica-
tion of iSCSI connections.

e Configuration - provides the full IQN for this initiator and is the location for the CHAP
and IPsec settings.

The Microsoft iSCSI initiator supports IPv4 and IPv6.
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Quick Connect

The Microsoft iISCSI software initiator provides an option known as “Quick Connect” that per-
forms the iSCSI logon to an iSCSI target with a minimum number of keystrokes and mouse clicks.
This is intended for connections to storage devices that do not require advanced settings.

The user enters an IP address on the first screen, clicks “Quick Connect,” and the second screen
shows the results of the immediate login. The LUNs or disk volumes are immediately made availa-
ble to the host server and are ready to be formatted, etc.

i5CSI Initiator Properties [ =]

Targets | Discovery I Favorite Targets I Volumes and Devices I RADIUS I Configuration I

 Quick Connect
To discover and log on to a target using a basic connection, type the IP address or Quick Connect E
DNS name of the target and then dick Quick Connect.
Target: I 10.0.1.91] Quick Connect... | Targets that are available for connection at the IP address or DNS name that you
- provided are listed below. If multiple targets are available, you need to connect
~Discovered targets to each target individually.
Refresh | . . . .
Connections made here will be added to the list of Favorite Targets and an attempt
Name | Status - to restore them will be made every time this computer restarts,
iqn. 1986-03.com.hp:storage.p2000g3. 105111bb3d Inactive
ign. 1991-05, com. microsoft:dmrtk-srvr-h-target Inactive Discovered targets
ign. 1221-05, com.microsoft:hp-x 1600-dmrtk-c-vm 1-win-t... Inactive
ign. 1221-05, com.microsoft:hp-x 1600-dmrtk-srvr-b-target  Inactive -
ign. 1991-05. com.microsoft:hp-x 1600-dmrtk-srvr-e-target  Inactive
ign. 1991-05. com.microsoft:hp-x 1600-dmrtk-srvr-f-target  Inactive
ign. 1951-05. com.microsoft:hp-x 1600-dmrtk-srur-g-target  Inactive
ign. 1951-05. com.microsoft:hp-x 1600-dmrtk-srvr-j-target  Inactive -
et vinnoneluheieontt i I_>l_|
To connect using advanced options, select a target and then T |
dick Connect. —
To completely disconnect a target, select the target and Disconnect | [rELEs
then dick Disconnect. — Immediate Login Succeeded,Persistent Login failed, target will not be available
after system reboot
For target properties, induding configuration of sessions, Properties... |
select the target and dick Properties. —
For configuration of devices assodated with a target, select Devices... |
the target and then dick Devices. =

More about basic ISCSI connections and targets
Conneck | Done |

0K I Cancel Apply
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Standard iSCSI Login Process

The standard login process uses several of the tabs shown on the Microsoft iSCSI initiator inter-
face. These can be used to provide additional options for login and subsequent connections.

A typical logon process uses the discovery and targets tabs to establish a connection with an iSCSI

target.
1. Enter the IP address of the iSCSI target in the “Discover Portal” section of the “Discovery”

tab
2. Connect to the iSCSI target on the “Targets” tab

Step 1 — Discovery

iSCST Initiator Properties [ x|
.TargetsFavorme Targets | Volumes and Devices I RADIUS I Configuration I

Target portals

Discover Target Portal E

Enter the IP address or DMS name and port number of the portal you
want to add.

The system will look for Targets on following portals: i H
Address | Port | Adapter | 1P address |

To change the default settings of the discovery of the target portal, dick
the Advanced button.

IP address or DNS name: Port: (Defaultis 3260.)
||10.0.1.91| i |3260

Advanced... | oK I Cancel |
iSNS servers iSCSI Initiator Properties B

To add a target portal, dick Discover Portal.

Discover Portal... |

Remove

To remove a target portal, select the address above and
then dick Remave.

. - S . Refresh r =
The system is registered on the following iSNS servers: — Targets Discovery IFavnritE Targets | Volumes and Devices I RADIUS I Configuration I
MName
Target portals
The system will look for Targets on following portals: &I
Address | Port | Adapter | IP address I
10.0.1.91 3260 Default Default
To add an iSNS server, didk Add Server. Add Server...
To remave an iSNS server, select the server above and Remove
then dick Remove, -
To add & target portal, dick Discover Portal. i Discover Portal... |

To remove a target portal, select the address above and Remove |
then dick Remove. —

More about Discovery and iSNS

[~iSNS servers
The system is registered on the following iSNS servers: Refresh |

MName |

oK | Cancel | Ap)

To add an iSMS server, dick Add Server, Add Server... |
To remove an iSNS server, select the server above and — |
then dick Remove. —

More about Discovery and iSNS

oK Cancel Aoply
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Step 2 — Connect

These steps show an iSCSI login using a single path between the initiator and target. Multiple paths
may also be specified by checking the “Enable multi-path” box and entering specific initiator and
target IP addresses to be used for each path. The “Advanced” button allows for setting advanced
options such as CHAP, IPsec, RADIUS authentication settings, etc.

i5CSI Initiator Properties [ %]

Targets |DiSCOVEI’Y I Favorite Targets I Wolumes and Devices | RADIUS | Configuration I

 Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: I | Quick Connect. .. |

[ Discovered targets

Refresh I

Connect To Target
Mame I Status |

ign. 1991-05. com.microsoft:dmr tk-srvr-h-target Inactive

Target name:

gn. 1991-05.

¥ Add this connection to the list of Favorite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts.

[~ Enable multi-path

To connect using advanced options, select a target and then

5 Connect
dick Connect. l
Advanced... | QK I Cancel

To completely disconnect a target, select the target and Disconnect |
then dick Disconnect. —

For target properties, induding configuration of sessions, ST |

select the target and dick Properties. SEE

For configuration of devices associated with a target, select T iSCSI Initiator Properties ®

the target and then dick Devices. = L =]
Targets IDismvery I Favorite Targets I Volumes and Devices | RADIUS I Configuration |
Quick Connect

More about basic iSCSI connections and targets To discover and log on to a target using a basic connection, type the IP address or

DNS name of the target and then dick Quick Connect.

Target: Quick Conneck. .,
Discovered targets

oK I Cancel Apply Refresh |

MName I Status |
ign. 1991-05.com.microsoft:dmrtk-srvr-h-target Connected

To connect using advanced options, select a target and then

dlick Connect.

To completely disconnect a target, select the target and Disconnect
then dick Disconnect. —

For target properties, induding configuration of sessions, Properties...
select the target and dick Properties. Ziis

For configuration of devices associated with a target, select Deveee |
the target and then dick Devices. =

Mare about basic iSCST connections and targets

OK Cancel Apply
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Hardware Initiators

Hardware initiators may provide their own application interface directly to the adapter hardware
for performing login and other iSCSI management functions, or may use the Microsoft iSCSI soft-
ware initiator interface as a front end to their hardware.

Hardware Initiators that use the Microsoft Initiator Interface

In this example, notice that Advanced Settings HE
the Chelsio adapter is listed
as the local adapter in the
Microsoft iSCSI software ini-

Genetal | IPsec |

—Connect using

tiator interface. Here, the Mi- Local adapter: ICheIsio Terminator 3 iSCSI interface on Ethernet MAC DD:D?:4j
crosoft iSCSI software initia- Initiater IP: J10.0.7.141 [
tor is merely acting as a front- Target portal 1P:

end interface for the Chelsio

management software and [ Eneaen

adapter. Full details regarding I"" Data digest I™" eader digest

the Chelsio adapter are locat- [ T a—

ed in the Chelsio adapter sec- ~ CHAP Log on information

tiLn below. g:il;—‘ti:usloas. ensure connection security by providing authentication bebween a Earget and

Ta use, specify the same name and CHAP secret that was configured on the target For this
initiator, The name will defaulk to the Initiator Mame of the syskem unless another name is
specified,

Iarme: I ign, 1921-05. com, ricrosoft: dmrtk-sree-j

Targek secret: I

I~ Perfiorm mubual suthentication

Tio use mutual CHAR, either specify an initiator secret on bhe Configuration page or use
RADILS,

™ Use RBDIUS ko generate user authentication credentials

™ Use RADIUS ko authenticate target credentials

Ok I Cancel apply
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Hardware Initiators that use their own Native Interface
In this example, the Emulex iSCSI offload adapter is managed by its own software, known as
OneCommand Manager. This software manages the iSCSI initiator including all the login and tar-
get discovery options. The software provides additional features and is explained in the Emulex
adapter section below.

OneCommand{TM) Manager [_[0O]
File Wew Port Discovery Batch Help

[ el ] [S]F | B[]

ﬁﬁi Hosts 1SS Statistics I i5CST Initiator Login Options | ISCSI Target Discovery
(=)-Jed] DMRTK-SRYR-D
= OneConnect OCe11100 Statistic Value
s Port O o e a|
. Mp 00-00-C3-BE-16-96 Portdl Court 1
-4 00-00-Co-BB-16-97 Node Count 1
(= =5 |gn.1991-05.com.microsoft:dmrtk-srvr-d] 5ession Count 4
-1 Iqn, L956-03, com. hprstorage. pelinga, | [ooaon Falurs Count o
LN O Last Session Failure Type ©therErrors
S LK Last Session Remote Mods Name iign. 1991-05, com . microsoft: hp-x 1 600-dmrkk-srer-j-target
iqn. 1991-05.com. microsoft: dmrtk-srvr- Session Digest Errars o
[ 1qn. 1991-05.com.microsoft:hp-x 1600-t Session Connection Timeout o
P -l LN D Session Farmat Errors o
5 iqn. 1992-08.com.nekappisn. 1180508y | [-o0in Fallures 1905
LT LN L Last Failure Time 10460
[ Port 1 Last Pailure Type LoginAuthorizationF zilure
NI( 00-00-CO-BE-16-94 Last Target Falure MName jiqn. 1991-05, cam. microsaft: dmrtk-srvr-h-rarger
E% 00-00-C3-BB-16-98 Last Target Failure Address 10.0.7.93
- E8  ign,1991-05,com.microsoft:dmrtk-srer-d Login Accept Responses 18
- LPe11002-M4 Login Other Fail Responses o
[ Port 0: 10:00:00:00:C3:64:81:78 Login Redirect Responses o
© g Port 10 10:00:00:00:C9:64B1:79 Login Authentication Fail Responses 1908
Login Authentication Failures ]
Login Megatiation Failures ]
Logout Normals 12
Logaut Others o
Port Row Skatus 1
Portal Role ]
Portal Protocal ]
| | _I Portal Tag 1255 =
4 +
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iSCSI Targets

iSCSI targets are available from many server and storage vendors, and span the full range from very
low to very high-end storage systems. Some of these storage solutions are based on the Microsoft
iSCSI target software and run on a Microsoft Windows server platform. Some solutions run on an
appliance with its own operating system and storage behind it. Some solutions are in the form of
traditional disk arrays. Some of these disk arrays are purpose-built for iSCSI only, and others have
iSCSI as one of several choices of host interfaces.

Hardware Targets

Several complete iSCSI storage solutions are included in the storage target sections below. Some of
these solutions are targeted toward small and medium business, while others are targeted at enter-
prise data centers. There is a separate section in this report for solutions from:

e Hewlett-Packard (HP)

e NetApp
e Xijotech

Software Targets

Ordinary servers can be made into iSCSI targets by implementing iSCSI target software and dedi-
cating some of that server’s storage to the iSCSI target software. Software targets provide a great
deal of flexibility in the ways they can be implemented. For example, they can be clustered and
scaled to any size that is supported by the operating system. In addition, the software targets can use
either low-end or high-end storage systems behind the software targets, such as direct attached stor-
age or other SAN storage. Advanced features such as replication, compression, de-duplication, en-
cryption, or others can be combined with software targets.

There are several iSCSI target software solutions available today. For example, Microsoft released its
iSCSI Software Target version 3.3 in April 2011.
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Microsoft iSCSI Software Target

We installed the Microsoft iSCSI target software version 3.3 onto one of our existing Windows
Server 2008 R2 platforms. The Microsoft iSCSI software target management plug-in fits into Server
Manager. We configured the software target to provide storage for several iSCSI clients, as shown

below.
e o=

File Acton View Help

A a7 Il N

S Server Manager (DMRTK-SRVR+H) Disk Management  Volume List + Gra Actions
5> Roles =
% Features Volume Layout | Type | File System | Status Capacity Free Space | % f [NESLETEN L LS

i Diagnostics s (D) Simple Basic NTFS Healthy (System, Active, Primary Partition) 59.62 GB 27.22GB 46 More Actions »
St Configuration o 24drive_SAS_Array (G) Simple Basic NTFS Healthy (Primary Partition) 1628.25G8 687.51GB 42
5 2 storage (8 0S-W2KBR2 (C:) Simple  Basic  NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 59.52GB  20.30GB 34
g Windows Server Backup (CwPagingDisk (E:) Simple Basic NTFS Healthy (Active, Primary Partition) 119.24GB  60.26 GB 51
[ s Microsoft iSCST Software Target | C® System Reserved (F:) Simple Basic NTFS Healthy (Primary Partition) 100 MB 70MB 70
= @} iSCSI Targets
) OMRTK-SRVR-8

DMRTK-SRVR-C 4 | | _.I

DMRTK-SRVR-E

__sDisk 0
DMRTK-SRVR-E-1Gbs Basic System Rese || (D:) 0S-W2KBR2 (C:)
DMRTK-SRVR+F 119.24GB 100 MBNTFS || 59.62 GB NTFS 55,52 GB NTFS
DMRTK-SRVR-G Online Healthy (Primar || Healthy (System, Active, Primary Partitic | |Healthy (Boot, Page File, Crash Dump, PI
DMRTK-SRVRT
N i e
DMRTK-ANKSD B:‘IESk 5 “Pagingoek €0
'agingDis| )
VMD-W2KES 119.24GB 118,24 G8 NTFS
=2 Devices Online Healthy (Active, Primary Partition)
=] ﬁ Snapshots
Active Snapshots
Schedules LiDisk 2
1= Disk Management Basic 24drive_SAS_Array (G:)
1628.25 GB 1628,25 GB NTFS
Online Healthy (Primary Partition)

M Unallocated |l Primary partition

There is also a separate Microsoft iSCSI Software Target application found under Administrative
Tools that can be used to manage the iSCSI software target environment.

S iSCSITarget - [Microsoft iSCSI Software Target\iSCSI Targets]

File  Action View Help
A GEEEN

Ef‘ Microsoft iISCSI Software Target iSCSI Targets

B SI Targets =
DMRTK-SRVR-B Target Name Desaription Status

DMRTK-SRVR-C DMRK—SRUR—B DMRTE-SRVR-B Ide
DMETK-SRVR-D = DMRTK-SRVR-C DMRTK-SRVR-C Ide
DMRTK-SRVR-E DMR'I'K—ER\.I'R-D DMRTK-SRVR-D Ide
DMRTK-SRVR-E-1Gbs DMR‘I‘K—SF‘.\."R-E DMRTK-SRVR-E Idle
DMRTK-SRYR-F [® pMRTK-SRVR-E-1Gbs DMRTK-SRVR-E-1Gbs Logged In
DMRTK-SRVR-G ®) pvRTK-SRVRF DMRTK-SRVR-F Logged In
DMRTK-SRVR-I B DMRTK-SRVR-G DMRTK-SRVR-G Logged In
DMRTE-SRYR-1 DMR‘I‘K—SF‘.'@'R-I RedHat RHELG server Logged In
VM-D-W2KE-B =) pMRTK-SRVR-] DMRTK-SRVR-J Ide

= Devices [ ym-D- 2KE-B VM: SRVR-D Guest B Idle

@ Snapshots
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A wizard is used to create individual storage targets that can be assigned to individual iSCSI initia-
tors. A second wizard is used to create the virtual disk for that iSCSI initiator.

Step 1 - Create the individual storage target

Create iSCSI Target Wizard [ x| |

r Welcome to the Create iSCSI
reate iSCSI Target Wizard
iSCSI Target Identification
Specify a name and description to identfy the iSC S| target you want to create.
Create iSCSI Target Wizard
. iSCS| Initiators Identifiers
ISCS| targst name: Ezch iSCSI target should have at least one identifier.
DMRTK-WKS-D
Description: ’ " B . A .
- Identifiers allow the iSCSI target to identify the iSCS| initistor requesting access.
DMRTK-WKS-D| Typically, the i5C51 Qualified Name (IGMN) of the initistor, but the DNS domain name, [P

address, and MAL address can also be used

QN identifier:

qun 1591-05 com microsoft dmirtk-whs-d| Browse... |

To use the DNS domain name, IP address, MAC address, or ancther IGN as an
additional idertifier, click Advanced

Advanced. .. |

<Previous Next > Cancel |

Step 2 - Create the Virtual Disk that becomes the storage for the individual initiator

Create Virtual Disk Wizard [ %]
Welcome to the Create Virtual

| 4| p
Create Virtual Disk Wizard

File
‘You can create a vitual disk using a new file.

Create Virtual Disk Wizard
An i5CS| virtual disk is created as a vir Size
aniSCS| virtual disk, type the full path Specify how much space on the volume to use for the virtual disk.
Fle:
G:\Virtual_Drives\VHD_WKS-D.vhd| Eoid ey 159 TB
687.61GB

Currently available free space:

Size of virtual disk (MB}: 76800

Create Virtual Disk Wizard [ <]

Description
A description helps identify the virtual disk

Virtual disk description:
DMRTK-WKS-D 75GE LUN|

<Previous MNeodt > Cancel
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Internet Storage Name Service (iSNS)

The Internet Storage Name Service (iSNS) protocol is used for interaction between iSNS servers
and iSNS clients to facilitate automated discovery, management, and configuration of iSCSI devices
on TCP/IP networks. It can also be used to discover Fibre Channel devices using iFCP gateways.
The Microsoft iSNS Server only supports the discovery of iSCSI devices.

Deploying iSNS is not required for basic iSCSI functionality, however, its value increases as the
number of initiators and targets in the iSCSI SAN fabric increases. As new iSCSI initiators are
added to the fabric, they can be provided with the iSNS server IP address which allows them to au-
tomatically discover all the available targets without having to manually discover each target sepa-
rately.

The iSNS is a feature that can be installed from the “Add Features” wizard in the Server Manager
for Windows Server 2008 R2. Simply check the “Internet Storage Name Server” check-box and
proceed with the installation. For best results, the iSNS server should be a member of a domain,
although other servers using the iSNS service do not have to be members of a domain.
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Windows Storage Explorer

Windows Storage Explorer is a management application found under Administrative Tools on
Windows Servers that can display the iSCSI initiators and targets that have been discovered in the
iSCSI SAN fabric via the iSNS server. The following screenshot was taken from the Storage Explor-
er running on the iSNS server used in the preparation for this report.

The registered nodes include iSCSI initiators running on physical and virtual servers and iSCSI
targets. Some iSCSI targets are listed only once and other iSCSI targets have separate entries for
each logical target that has been configured.

= Storage Explorer H[=] E3
File Acton Miew Window Help |;|i|i|

G IEY
[_1 Consale Root IMame | | Actions
2 #fyservers Storage Explorer (DMRTK-SRVR-B) -
=) 5% Servers @ Fibre Channel Fabrics | [
:; DMRTK-SRYR-B.lab.demartek.com @ isCsI Fabrics Refresh SANM View

:-J DMRTK-5RVR.-H.DEMARTEK Connect to...

'y HP-X1600.lab.demartek.com
Y VM-D-W2K8-B.vmd3.demartek, com view »
:g DMRTK-5RVR-F.DEMARTEK. "
:‘J DMRTK-SRVR-G.DEMARTEK Mew Window from Here
3 DMRTK-5RVR-1,DEMARTEK |5 Exportlist...
:; DMRTK-5RVR-E,.DEMARTEK

Q‘; Fibre Channel Fabrics Help
(= @ isCsI Fabrics

[ & iSNS:DMRTK-SRVR-B.lab. demartek, com

E 'Zg Registered Nodes
¢ ign.1992-08.com.netapp:sn. 118050892
“# ign.1992-08.com.netapp:sn. 135091284

ign.1991-05.com.microsoft:dmrtk-srvr-h
ign. 1992-08.com.netapp:sn. 135091310
ign. 1986-03.com.hp:storage. p2000g3. 105111bb3d
ign. 1991-05, com.microsoft:hp-x 1600-pseudo-target
ign. 1991-05.com.microsoft:hp-x 1600-ym-d-w2ka-b-target
ign.1991-05.com.microsoft:hp-x 1600-f2fabaa?3a i-target
ign. 1991-05. com.microsoft:hp-x 1600-dmrtk-srvr-b-target
ign. 1991-05, com.microsoft:hp-x 1600-dmrtk-c-vm 1-win-target
ign. 1991-05.com.microsoft:hp-x 1600-dmrtk-srvr-e-target
ign. 1991-05. com.microsoft:hp-x 1600-dmrtk-srvr-f-target
ign.1991-05. com.microsoft:hp-x 1600-dmrtk-srvr-g-target
ign. 1991-05.com.microsoft:hp-x 1600-dmrtk-srvr-j-target
ign.1991-05.com.microsoft:vm-d-w2ka-b. vmd 3. demartek. com
¢ ign.1991-05.com.microsoft:dmrtk-srur-f
ign.1991-05.com.microsoft:dmrtk-srvr-g
ign. 1991-05.com.microsoft:dmrtk-srvr-
ign. 1991-05.com. microsoft:dmrtk-srvr-e
ign.1991-05.com.microsoft:dmrtk-srvr-b.lab. demartek. com
= () Discovery Domains

() Default DD [ACTIVE]
= 11 Discovery Domain Sets

¥ Default DDS [ENABLED]

i

e R R ]

‘Windows Storage Explorer is available for server versions of the Windows operating system. It is al-
so available for Windows 7 Professional, Enterprise, or Ultimate editions as part of the Remote
Server Administration Tools (RSAT) free download. The RSAT download is available at
http://technet.microsoft.com/en-us/library/ee449470(WS.10).aspx.
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Virtualization and iSCSI

iSCSI technology is supported with popular server virtualization solutions such as VMware
vSphere, Microsoft Hyper-V, and others. It is especially useful when the ability to move virtual ma-
chine guests from one physical server to a different physical server is highly desired. iSCSI can be
used to store the VM image itself and can be used to provide separate volumes or LUNs to that
guest operating system for use by various applications.

From a guest virtual machine viewpoint, iSCSI volumes or LUNSs are straightforward and simple to
access and to use. Most of the major applications that might be running in a virtual machine sup-
port iSCSI storage. It is possible to connect a VM guest directly to an iSCSI target without requir-
ing any intervention from the hypervisor using either Microsoft Hyper-V or VMware ESX/ESXi.
iSCSI volumes connected in this way can be added or removed without requiring a reboot.

Microsoft Windows Server 2008 R2 with Hyper-V

We used three different methods to configure iSCSI LUNs for guest virtual machines in a Win-
dows Server 2008 R2 with Hyper-V environment. These are:

1. Virtual Hard Disk (VHD) method

2. Pass-through method

3. Direct from guest method

The first two methods require that the iSCSI volume be managed by, and be visible to, the hypervi-
sor. The iSCSI volume created by the third method is not visible to the hypervisor.

Virtual Hard Disk (VHD) Method

In the VHD method, an iSCSI volume is allocated to the parent (Hyper-V) partition in the usual
manner with the Microsoft iSCSI initiator or any other hardware or software iSCSI initiator. This
iSCSI volume is brought online, initialized and formatted, and folders may be created, if desired.
In the Hyper-V manage-
ment role, we created a ::é’ choose Disk Type
new hard disk using the

“ . ” Eefore You Begin What bype of virtual hard disk do you wank to create?
Actions” pane. There
hree choi h DEEEEERTEI « Ficdsee
are three choices fOl‘ the Specify Mame and Location This bype of disk provides better performance and is recommended For servers running
. . X X applications with high levels of disk activity, The .whd file is created using the size of the fixed
type Of VHDZ leed S1ze, Configure Disk wirtual hard disk. It does not change when data is added or deleted.
. . S . .
Dynamically expanding sy € Dynamicaly expanding
. . This bype of disk provides better use of physical storage space and is recommended For servers
and leferenung. 0(/ & running applications that are not disk intensive, The .whd file is small when the disk is created and

. . grows as data is writken to it
chose fixed size. i
" Differencing
This bype of disk is associated in a parent-child relationship with another disk that you want to
leave inkact. ¥ou can make changes ta the data or operating system without affecting the parent

We placed the new VHD disk, so that vou can revert the changes easily.
onto the iSCSI volume Hote shout vitual hard disks

we just created, and allo-

cated 35GB to this VHD.

< Previous | MNext = I Finish | Cancel |

In the Hyper-V manage-
ment role, we select a virtual machine that is not running, and open “Settings.” We choose to add a
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hard drive under the IDE Controller, and specify the location of the VHD we just created on the

new iSCSI volume.

BAsettings for ¥M-D-W2K8-C

4 b |G

{vb-D-wzke-C

= E3

% Hardware
":‘ Add Hardware
i BIOS

Book from CD

[ [Aemmory
4096 MB

D Processor
1 Wirkual processor

DYD Drive

() Hard Drive
WM-D-w2KE-Cvhd

(= i} IDE Controller 1
% DYD Drive
Mone
®El 5CSI Contraller

0 Metwork Adapter
DMRTE-SRYR-D-VMMET

£ IDE Contraller

You can add hard drives and COYDNVD drives to your IDE controller,
Select the type of drive you want to attach ko the controller and then click Add.

You can configure a hard drive ko use a virkual hard disk or a physical hard disk after
wou attach the drive ko the controller,

=l 4 b

Add

M= |

new_vhd_iscsi,vhd
(= =i} IDE Controller 1
% DYD Drive
Mone
¥ 5CSI Contraller
[ Metwork Adapter
DMRTE-SRVR-D-VMMET
= comi
Mone
= comz
Mone
[ Diskette Drive
Mone
& M t

T comt
EIEIN B s ettings for ¥M-D-W2K8-C
Fcomz
Mone | [WM-D-WiZKS-C
H Diskette % Hardware -~
Mone =
Add Hardware
# Manageme -~
1A BIOS
(L] Mame ~ Baot from D
M-D-Yy 1
7 emary
= Integrat 4096 MB
Al servi
57 Snapsho D Processar
&l P 1 Yirtual processar
HiiHype —
= (= &L IDE Conkroller 0
¥ Automak i
Restart (4 Hard Drive
_iEI' Automat WP-D- 2K E-CL vhid
Save (s Hard Drive

L] Mame
WM-D-WeEkE-C

L Inkeqgration Services
All services offered

13| Snapshot File Location
H:iHyper-y

1B Automatic Start Action
Reskart if previously running

=

(s Hard Drive

‘fou can change how this virtual hard disk is attached to the virtual machine. IF an
operating system is installed on this disk, changing the attachment might prevent the
virbual machine Fram starting.

Location:

j |1 {in use)

Controller:
IDE Controller 0

=

—Media
‘ol can compack or convert a virtual hard disk by editing the .vhd file, Specify the
full path ko the file,

& virtual hard disk {.vhd) File:

II \WHDAnew_vhd _iscsi.vhd|

Tew | Edit | Inspect Browse. ..

" Physical hard disk:

=

If the physical hard disk you want to use is not listed, make sure that the
disk is offline. Use Disk Management on the physical computer ta manage
physical hard disks,

IDisk 2 130.00 &6 Bus 0 Lun O Targek 0

To remave the wirtual hard disk, click Remove, This disconnects the disk buk does not

delete the . vhd file,
Remove |

Apply:
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After starting that virtual machine, the new 35GB volume appears in Disk Manager for that virtual
machine.

2 ¥M-D-W2K8-C on localhost - Yirtual Machine Connection [_ O] x|
File Action Media Clipboard Yiew Help

S O0O@OO|NIb| b

E: Server Manager

=101 x|
File Acton View Help
7 R
N ERACA IRV RIFICRS Il Disk Management  Volume List + Graphical View i
o o Lo Toslmelmeommlsms o | e ——
g Diagnostics i (C:) Simple  Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 19 Mare Actions
iﬂ Configuration CwSystem Reserved  Simple  Basic  NTFS Healthy (System, Active, Primary Partition) 10

[ &5 storage
i Windows Server Backup
1=’ Disk Management

1| | i
a
—Disk 0 -
Basic System Reserved (C)
20.00 GB 100 MB NTFS 19,90 GB NTFS
Online Healthy (System, Active ||Healthy (Boot, Page File, Crash Dump, Primary Partition
“@ipisk 1
Unknown
35.00 GB 35.00 GB
Mot Initislized (Unallocated
4 CD-ROM 0 e
DvD (D)
Mo Media
=
W unallocated | Primary partition

o [& & 0 S
|

Statust Running D ’1% s

Pass-through Method

The pass-through method for allocating iSCSI LUNSs to guest virtual machines requires that the
iSCSI LUN be allocated on the parent partition in the usual manner, which is similar to the VHD
method. The difference is that the iSCSI LUN is assigned to the guest by using the “settings” func-
tion for the guest VM in the Hyper-V management role, while the guest is not running.

The iSCSI LUN is given to the guest by the “Add Hardware” function and selecting the “SCSI
Controller”. In the SCSI Controller section, select “Hard Drive”, then “Add”. Choose “Physical
hard disk.” We created a 55GB LUN for this guest.
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B settings for YM-D-W2KE-B =10 x]
[m-D-weks-B =l 4 b |G
BIO5 ‘ou can use this setking to add devices to your virkual machine.,
EBook Fram <0 Select the devices you wankt ko add and click the Add button.
[ [Memary
32756 MB Network Adapter
D Processor Legacy Metwork Adapter

1 Wirtual processor
= I IDE Controller 0
(@ Hard Drive
WM-D-W2KE-B.vhd
[= I IDE Controller 1
% DYD Drive
Mone

RemoteFy 30 video Adapter

‘fou can attach virtual hard disks to a SCSI controller ko increase the amount of storage
aveailabla beosovivknal rackine Trekall Fhe inkanrabion carvicac in bha anect anaeakinn

Add

WM-D-WEkE-B vhd

[#_Manageme | L IDE Contraller 1

L] Mame

MDA © o e
o i -
] Integrati 2 5CSI Contraller
Al servic

(= ®F 5CSI Contraller

(s Hard Drive
Physical drive Disk 5 55,00

5CSI Controller

o Metwork, 22

13| Snapshot

TR Ta | Bl cettings for YM-D-W2K8-B JSI[E E3
= B SC51 Con —
-D- ¥ - v
s Hard [yr-D-wzke-g =l 4 b |G
Ph =
) ¥5 |2 Hardware 21| B scslcontroller
w Metwork, H Add Hardware
BroadCo Rl EI0S ‘¥ou can add hard drives to your SCSI controller or remove the SCSI controller From the
& Metwork,  Boatfrom €D B,
) 1066 Em W Memory Click on the Add button to add a new hard drive ta this SCSI contraller.
7 comt 32768 MB
; Mane D Processar
7 oM 2 1 Wirtual processor
NUHE (= B IDE Controler 0
H Diskette [ () Hard Drive
Mone

Add

‘ou can configure a hard drive to use a virtual hard disk or a physical hard disk after
wou attach the drive to the controller,

To remove the virkual storage adapter from this wirtual machine, dick Remove
Controller, All virtual hard disks attached to this controller will be remaoved but not
deleted.

AN B8 s ttings for ¥M-D-W2K8-B [_ T[]

= o4 b

w

# Manageme D Processar

L] Mamne 1 Wirtual processar
WD o [ IDE Controller 0
|5 Integrati (= Hard Drive
All servid

(= [l IDE Controller 1
% DVD Drive
Mone
ST Contraller
ST Contraller
(s Hard Drive

51 Controller
W' Mebwork Adapter
BroadComNic
W Nebwark Adapter
10GE Ernulex
T com1
Mone
" comz
Mone
[ Diskette Drive
Mone
A M t

w Metnork Ly pwzke s

106 En

oMt # Hardware -
Mane "‘A Add Hardware

¥ comz &l B10S
Hone  Boat from CO

H Diskette W Memory
Hane 32768 MB

WI-D-W2kE-B.vhd

Physical drive Disk 5 55.00 ...

a Hard Drive

wirkual machine From starting,

Conkroller: Laocation:

“ou can change how this virtual hard disk is attached ta the virtual machine. IF an
operating syskem is installed on this disk, changing the attachment might prevent the

SCSI Contraller

j ID (in use)

—Media

El

Full path ka the file.
 wirtual hard disk { . vhd) File:

‘fou can compack o conwert a wirkual hard disk by editing the .wvhd file. Specify the

[, | Edit | Inspect

Erowise, ..

& physical hard disk:

Disk 555,00 GE Bus 0 Lun 3 Targek 0

=l

is not: lisked, make sure that the
e physical computer to manage

delete the whd file,

Name

WM-D-WEKE-B
Integration Services
Al services offered

=

[4.

After starting that vir-

=l

Lo ]

Cancel |

To remove the virtual hard disk, click Remove. This disconnects the disk but does not

Remove |

Apply

tual machine, the new 55GB volume appears in Disk Manager for that virtual machine.
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2 ¥M-D-W2K5-B on localhost - ¥irtual Machine Connection
File Action Media Clipboard View Help

#O0@OO| N IP|bs

E,, Server Manager

=18l
File Acton \View Help
&= 5@l |
a EaALCIC T UG Il Disk Management  Volume List + Graphical View | Actions
ot Roles -
[ Festures Volume _ File System | Status CapaciE Free
E Disgnostics o (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partiton) 19.90GB 6.2% More Actions »
fﬁ% Configuration wSystem Reserved Simple  Basic NTFS Healthy (System, Active, Primary Partition) 100 MB 72N
B &5 Storage
@ Windows Server Backup
=% Disk Management
4| | 2
LDisk 0 =
Basic System Reserved (c)
20.00 GB 100 MB NTFS 15.90 GB NTFS
Online Healthy (System, Active, P | |Healthy (Boot, Page File, Crash Dump, Primary Partition)
—uDisk 1
Basic
55.00 GB 55.00 GB
Online Unallocated
.CD-ROM O L
DvD (D:)
No Media
-
|l unallocated ] Primary partition

| | |
I‘}startl E E U;wJ Aty 5?:22:2211.
|

Status: Running D ﬁg ‘%

Direct from Guest Method

The direct from guest method is performed entirely within the guest operating system. It uses the
normal iSCSI initiator steps of dis-  [EESErrEr™ X
covering the target portal and con-
necting to the target in the standard

manner. AS long as the guest can ;oeng?;ar?::n settings here are global and will affect any future connections made with

.Targets I Discovery I Favorite Targets | Volumes and Devices I RADIUS Configuration |

access the target using one of its

. Any existing connections may continue to work, but can fail if the system restarts or
network adapters, this process the initiator otherwise tries to reconnect to a target.

WOI‘kS the same as 1t does n phySl’ When connecting to a target, advanced connection features allow spedfic control of a
Cal servers. particular connection,

Initiator Name:
Notice that the guest VM name is iqn.1991—0E.mm.miaosoﬂ:vm—d—wM—d.vmd.demartek.com:]
included as part of the IQN.
The 80GB iSCSI LUN appears as

one of the disks for the guest, but does not appear to the hypervisor in the either the Disk Manager
or the iSCSI initiator for the hypervisor.

To modify the initiator name, dick Change.

Change... |
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ot Virtual Machie Cannection
Fla Adun Meda o p———

80000 NI i

T, Server Manage (VRTKSRRD)
= B Roles

Heathy (CEM Parthion)

Meakhy (Bcct, Page e, Crash Cump, Prmary Parthion)
Heaty (rimary Parttion)

Heakthy (Systam, Actve, Prinary Partkion)

Heathy (Primary Parttion)

Status.

Heslthy (Boot, Page Fie, Crash Dump, Primary |
e e

[Sys 1l PEE—— 3 Storage. Healthy (System, Actve, Primary Partiton)
e o

e [0 B o o e it "

-
100 MBNTFS 19,90 GANTFS
Heathy (System, & || Healty (80ot, Page Fie, Crash Du, Primav

Disk 1 appears
to this guest but
not the parent
hypervisor —.CD-ROM O —_——————
VeHome (1) eaxtoset (0)
i ey Pt ciee e Grmcy Pt
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VMware vSphere 4.1

We used three different methods to configure iISCSI LUNs for guest virtual machines in a VMware
vSphere 4.1 environment. These are:

1. Virtual Hard Disk (VHD) method

2. Pass-through method

3. Direct from guest method

Virtual Hard Disk (VHD) method

Using the virtual hard disk method, an iSCSI LUN is created by the hypervisor (ESX or ESXi) via
the vSphere console in the usual manner. The network adapter is already installed into the hypervi-
sor system following the installation instructions provided by the network adapter vendor and is
available to and configured for the VM kernel.

From the vSphere console Configuration tab, select “Storage”, and then click “Add Storage”.

5/ DMRTK-SRVR-D - vSphere Client I B

Bie Edit WView Ioventory Administration Plugins Help
B ‘Q Home b gF] Tnventory b [E Hosts snd Clusters |ﬁ' = Search Inventory Q
5 +
5 & 85
‘ware Adapter [TK-SRYR-D
[=] Mew Datacenter

n (58 days remaining}

Configuration

= @ 100141 ¥ achines erformance
G dmrthec-vmi-in .
5 drtkec-vmtwin Hardware View: |Datastorss Devices
5 dmrthec-vmz-win Processors Datastores Refresh  Delete lAddSturagE.HJ Rescan all ..
Memary Identification > | status | Device | Capacity | Free | Type | Last Update
+ Storage @ datastorsl /A, Warning  Local DELL Disk{...  266.00GB  45.43GB vmfs3 5(27/2011 4:49:58 F
Metwarking
Storage Adapters
Network Adapters
Advanced Settings
Power Management
al | ]|
Software D. .
atastore Details Properties...

Licensed Features

Time Configuration

The wizard steps through the process of selecting the Disk/LUN, providing the size of the LUN,
name of the datastore, and the block size for VMFES. Here we select a 75GB LUN that has been
created on one of the iSCSI targets. The first and last steps are shown below.

i) Add Storage — Bl F |
Select Storage Type (5 Add Storage [0
Specify I you want to format a new volume or use a shared folder over the network. Ready to Complete
Reiew the disk layout and click Finish ko add storage
& Disk/LUN Storage Type
Select DiskiLUN
@ Disk/LUN
Current Disk Layot i
i Create 3 datastore on a Fbre Channe 5CS, o local 5Cs1 dis, o mourt anexistng'y | & 2oL Disk layout:
topeities Ready to Complete
Re ;mtm EEW\ e ' Network File System Device Capacity L
eaty to Complete .
Chanse this aption I yau want to create 3 Network Flle System, NETAPP 1505 Disk (naa.£0a8600050336¢ .. 750068 10
Location
mofs/devi 4634643492787 4
L1, Adding a datastor on Fibre Channel or 5CST wil add this datastore to al hosts that hz Primary Partitions Capacity
tathe storage meda VIS (METAPP ISCSL Disk (nas 6089800050, ., 75.00 GB
Flz system:
Properties
Datastore name:  iSCSI_Datastore
Formatting
File system: VMRS 3
Biock size: 1MB
Maimum file size: 256 GB
b e
Help < Back | Finish I Cancel |
Vi
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At this point, the new datastore (iSCSI LUN) is allocated to the virtual machine by selecting the
virtual machine properties and adding hard disk hardware. A new virtual disk is created and linked
to the datastore that we created previously. We selected the “on-demand” (thin provisioning) op-
tion.

(%) Add Hardware

Device Type
What sort of device do you wish ta add ta your virtual machine?

Device Type (Chooss the type of device you wish to add,

Select & Disk ==
Create a Disk - (5] Add Hardware [x]
() serial Part
Adwanced Options O raralel Select a Disk
Ready o Complete Parallel Port
=4 Floppy Drive
{5 CD/DVD Drive
& UISE Cortraller
B Use Device fungy|  22vEeTeme & virtual disk is composed of one or more files on the host file system, Together these
Select a Disk files appear as a single hard disk to the guest operating system.

J@l PCI Device (unay

- Create a Disk
BHEthernet Adapte

Adwanced Options
Ready to Complete

Select the kype of disk ta use.
—Disk.

{2 551 Device

% Create a naw virtual disk

" Use an existing virtual disk

%) Add Hardware [ <]

Create a Disk
Specify the virtual disk size and provisioning palicy

Help

Device Type
Select & Disk
Create a Disk
Advanced Options
Ready ko Complate

Capacity
’7Dlsk5\ze: 35 [ =

—Disk Provisioning

¥ Allocate and commit space on demand {Thin Provisioning)

Help

™| Support clustering features such as Fault Tolerance

[~ Lacation
" Store with the virtual machine

Add Hardware

Advanced Options
These advanced options do not usually need to be changed.

& Specify a datastare:
I\SCSI_Datasture

Browse..,

Device Type
Select a Disk
Create a Disk

Specify the advanced options for this virtual disk. These options do not normally need
to be changed,

Virtual Device Mode

Mode |
™ Independent
Independent disks are not affected by snapsh
Herduware | options | Resources |

. Persistent

Changes are immediately and permanently [~ Show &l Devices

Advanced Options
Ready to Complete * |SCSI (1) j
r [mEmo | < Back | Nets | concel |
4

Disk File
Add... Remove ’][iacsx,natastme] e R e

Virtual Machine Version: 7

1 Norpersistent Hardware [ summary I T
[ Disk Prowisioning
Changes to this disk are discarded when ye | B Memory 4096 M8 e T
snapshat, I crus 1
) video card video card Provisianed Size: 353: a8 ¥
= VMO device Restricted ) p——
© scsl contraller 0 LT Logic 5AS
= Harddisk1 virtusl Disk —
2y <oyovD Drive 1 JumFsidevices/cdromy. ..
Help <p | BB Metwork adapter 1 W Netwark [estoin) rerd dsk 2 |
&, Floppy drive 1 Clierk Device
S Herddikz Virbusl Dk | RS

The final step shows a “Hard disk 2”

allocated to this virtual machine.

I” Independent
Independent disks are not affected by snapshots,
€ Persistent

Changes are mmediately and permanently wrkten to
the disk.

€ Nonpersistent

Changes ta this disk are discarded when you pawer
off or revert to the snapshot.

telp

ok Cancel

After starting the virtual machine, the
new 35GB LUN is now available to it.
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& durtkec-vm1-din

3 [drmrtecvmTwin

) dmrtkec-vmz-win

Actions
Volume Layout | Type | File System | Status Disk Management a
S Diagnostics IS Smple  Basic NTFS Healty (B¢ | yore Actons N
Configuration | corROM (01) Smple  Basic COFS Healthy (Prir
a % Storage | System Reserved  Simple  Basic  NTFS Healthy (Sys
b Windows Server Backup

=7 Disk Management

System || (C)

100mB 1 [|9.90 68 NTFS

Healthy | || Healthy (Boat, Page f
New disk =
available to this

35.00GB 35,00 GB
Vfl’tua[ mach,’ne Not Initialized Unallocated
=l

M Unallocated il Primary partition |

a 428PM
F G gy E

P Tasks @ Alams Evaluation Mode: 43 days temaiing | Administiator 7

Pass-through Method

The pass-through method requires several steps to be completed. The network adapter is already in-
stalled into the hypervisor system following the installation instructions provided by the network
adapter vendor and is available to and configured for the VM kernel. In this example, our network
adapter is identified as an iSCSI adapter.

I5IDMRTK-SR¥R-D - vSphere Client

Fle Edit View Inventory Administration Plug-ns Help

(3] |E} Home b gF) Inventory b [F] Hosts and Clusters | g 5oerth Inveniory |Q.‘
o

& & 3B

B [5) DMRTK-SRYR-D . 1. {58 days remaining)

[=] Mew Datacentsr
S B 10.0.1.41

onfiguration

% jm’tt{""ml"‘" T T Storage Adapters Refresh Rescan Al
i tk-c-m1-win
G dmrtk-c-vmz-win Pracessors Device | Tepe | it | =

e wmhba2 i5C51 iqn. 1990-07 com.emulex. 00-00-c3-97-3a-d3:

Memary

Storage (& wmhba3 i5CS1 ign. 1990-07  com. enmulex, 00-00-c3-97-35-d3:
PERC 5/i Integrated RAID Controller

Metworking

- Aot {3 wvmhbal 5CSI

' ”'agek ;F e iSCST Software Adapter

Metwork Adapters | O i5C5 Software Adapter icsl

Advanced Settings hd

Power Management Details

Software Properties...

- Madsl:

Licensed Features i5C5T Mame:

Time Configuration iSCSI Alias:

DS and Routing Connected Targets: Devices: Paths:

Authentication Services
¥iew: |Devices Paths

Power Management EE

Virtual Machine Startup/Shutdown Hame Runkime Name: LU Type Transport Capadty | C

Virtual Machine Swapfile Location
Security Profile

System Resource Allocation

Advanced Settings

The iSCSI name must be configured and enabled, and provided to the target. To complete this
step, select “Properties”, then Configure, then Enable. After the IQN has been provided to the tar-
get, it can be discovered using the “Dynamic Discovery” tab.
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(=21 iSCSI Initiator (vmhba36) Properties

General | Dynamic Discovery | Static Discovery
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Hame:
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(=71 iSCSI Initiator (vmhba36) Praperties

Genersl Dynamic Discovery | Skatic Discovery
Send Targets

Discover ISCSI targets dynamicaly from the Following locations (IPv4, host name):

ISC5] Server Location |

[#7 Add Send Target Server

551 Server: [10.0.4.11]

13260

Port:

Parent:

il

Authentication may need b be confiqured before a session can
be established with any discovered targats.

CHAP... Advanced,..
QK I

corcel | her |

... Remave || Settnge. |

Close Help |,

This process makes the iSCSI LUN visible and available to the hypervisor.

DMRTK-SRYR-D - vSphere

Fle Edt View Invenkory Administration Plugins Help
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& ‘E} Home b g Inventory b [l Hosts and Clusters

=
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B [5 DMRTK-SRVR-D
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Configuration

G drmrtk-c-wmi-in

security Profile

System Resource Alocation

Advanced Settings

Hardware Storage Adapters Refresh Rescan Al
Eh dmrtkecvmi-win
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Memory iSCSI Software Adapter
Starage |:@ vmhba3s i5CSI ign. 1998-01, com. vmyare:drmrtk-sryr-c-052711; |
. 631HESB/6324ESE IDE Controller
Metworking
o Adat {3 wvmhbal Block SCSI
+ Shorage Adapters @ vwhba3s Black SCST
Hetwork Adapters USE Storage Controller
Advanced Settings A rbbomn [Ap— =l
Power Management Details
Software wmhba36 Froperties. ..
Maodel: iSCSI Software Adapter
Licensed Features SCST Name: ign. 1998-01..com.viware:dirtk-srvr-c-05271 1
Time Configuration i5CSI alias:
DMS and Routing Connected Targets: 1 Devices: 1 Paths: 1
Authentication Services
View: |Devices Paths
Power Management 4
Virtual Machin StartupyShutdown HMame | Runtime Marme: | ton | Type Transport Capacity | €
Wirtusl Machine Swapfile Location METAPP i5CSI Digk {naa, 60598000, .. wmhbad3:CO: LS 5 disk iSCST 45.00GB N

Now the iSCSI LUN is ready to allocate to the virtual machine. This process is similar to the virtual
hard disk method above, except that this iISCSI LUN will be allocated using “raw device mappings”
and is mapped with physical device mappings that are stored with the virtual machine. Selected

screenshots from this process are shown below.
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&) Add Hardware [x]
Select a Disk
[ add Hardware [x]
Ready to Complete
Device Tvpe
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Compatibility Mode

Select the type of disk to use,
—Disk

Advanced Options

Ready to Complete £ Create a new virtual disk

" Use an existing virtual disk

Reuse a previousky configured virtual disk,

¥ Raw Device Mappings

access it using a datastore.

Give your virtual machine direct access to SAN. This ¢
use existing SAN commands b manags the starage £

Help

< Back

The iSCSI LUN is now available to the
virtual machine and is described as a

“Mapped Raw LUN”.

Direct from Guest Method

Device Type

Select 3 Disk

Select Target LM
Select Datastore
Compatibility Mode
Advanced Options
Ready to Complete

Options:

Hardware type:  Hard Disk

Create disk: Use mapped system LUK

virtual Device Mode:  SCST (0:1)

Disk mods: Persistent

Targek LUN: HETAPP I5CST Disk (naa, 6038000503360 36463464 345754626 1)
Compatibilty mode:  Physical

Mapped datastore:

Store with ¥M

Help

ceack | [ Emsh |

cancel |

() dmirtl-c-vm1 -win - Virtual Machine Properties

Hardware |Options | Resaurces |

Yirtual Machine Yersion: 7
Physical LUK and Datastore Mapping File ——————————

I show Al Devices Add... Remove [Femesfdevicestaat - ot
Hardware | Summary | I

W temary 4096 MB

& crus ! Virtual Device Mode

) video card Videa card

= VM device Restricted ’]scsl(o:l) ﬂ
© 5t controller 0 LST Logic 545

= Harddisk1 Virtual Disk = ity Mode
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EB hetwork adapter 1 UM Netwark

& Floppy drive 1 Client Device

= New Hard Disk {adding) Mapped Raw LUN |
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Help

aK Cancel

4

The direct from guest method is performed entirely within the guest operating system. It uses the
normal iSCSI initiator steps of discovering the target portal and connecting to the target in the
standard manner. As long as the guest can access

the target using one of its network adapters, this

i5CSI Initiator Properties |

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS  Configuration |

process works the same as it does in physical servers. _ _ _
Configuration settings here are global and will affect any future connections made with
the initiator.

Any exdsting connections may continue to work, but can failif the system restarts or
the initiator otherwise tries to reconnect to  target.

Notice that the guest VM name is included as part
of the IQN.

When connecting to a target, advanced connection features allow spedfic control of a B
particular connection.

Initiztor Name:
ign. 1991-05. com.microsoft:dmrte-c-vm1-win I

The new 80GB iSCSI LUN is visible to the virtual

machine but not the hypervisor.

To modify the initiator name, dick Change.

Change...
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Measuring iSCSI Performance

Performance measurement for iSCSI has been the subject of much discussion. Because iSCSI oper-
ates both as a network protocol and a storage protocol, iISCSI performance can be affected by many
factors. From the networking perspective, iSCSI is a multilayer protocol, including the iSCSI, TCP
and IP layers, and can run over single or multiple 1Gb or 10Gb links. It is subject to all the same
factors that affect network performance. From the storage perspective, performance is affected by
all of the usual storage performance factors, including the number, speed and type of the disk
drives, as well as various RAID settings, the backend architecture of the storage unit or system, and
the processing power of the storage controller, among other things. Obviously the host server plat-
form, including CPU and memory, plays a role. The application workload and its use of storage al-
so has a significant effect on performance.

With the increasing use of 10Gb Ethernet for iSCSI storage, concerns about performance for
iSCSI storage systems are decreasing. In our lab tests, it has not been difficult to completely con-
sume all the bandwidth of a 1Gb iSCSI connection between one host and one iSCSI storage target.
When this happens, it suggests that the network is the bottleneck. This also explains one of the best
practices for iSCSI regarding separating iSCSI storage traffic from regular LAN traffic, at least for
1Gb networks. However we have not yet been able to consume all the bandwidth of a 10Gb iSCSI
connection between one host and one iSCSI storage target using real-world applications and real-
world storage targets. In one test, we were able to achieve a sustained rate of approximately 35% of
the bandwidth of a 10Gb iSCSI connection between one host running a single application and a
three rack-unit (3U) iSCSI storage target that used a combination of solid-state storage and hard
disk drive technology. This reinforces our opinion that 10Gb networks and solid-state storage tech-
nologies work well together. In another test, we were able to achieve a sustained rate of more than
50% of the bandwidth of a 10Gb iSCSI connection. These examples show that 10GbE connections
used for iSCSI allow for plenty of room for growth for application performance.

Some vendors specialize in iSCSI storage and offer products that have 1Gb and 10Gb iSCSI host
interfaces. Several vendors provide storage systems that have multiple choices for the host interfaces
including 10Gb iSCSI and 8Gb Fibre Channel. Some vendors add 10Gb FCoE as a choice for the
host interface. With these types of choices for the host interfaces for the same storage system, the
interface is much less of an issue with respect to performance of a storage system.

Slower-speed WAN environments can be used for iSCSI storage where latency and bandwidth are
not a major concern. For example, replication to a disaster recovery site can be performed via
iSCSI. This type of replication can be performed by a host server or directly by some storage sys-
tems.
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Windows Performance Monitor (Perfmon)

When an iSCSI initiator is present on a Windows operating system, several performance counters
are automatically loaded into the native Windows performance monitor application, known as Per-
fmon. At a minimum, when we measure iSCSI performance on a Windows system, we include all
the iSCSI counters, the network interface counters, the physical disk counters, and the processor
counters in a Perfmon trace, as shown in the screenshot below.

r ~
Add Counters =

Available counters Added counters

Select counters from computer:
s -

iSCSI Connections

Counter Parent Inst.. Computer

I

i5CS] Initiator Instance
iSCSl Initiater Login statistics
i5CS] Request Processing Time
iSCS] Sessions

Network Interface
PhysicalDisk

Processor

LR A IR T
I

Instances of selected object:

Search

Show description Help oK [ cancel ]

Below is a sample of a Perfmon trace from a Windows Server 2008 R2 host system using a single
one gigabit connection to an iSCSI storage system. The trace of the iSCSI connection and the net-
work interface trace show some similarities in performance. The network interface shows a slightly
higher number of bytes received per second than the iSCSI connection because the iSCSI connec-
tion statistics do not include some over the TCP/IP overhead.

() File Action View Window Help [-1=]x]
es|2@E=H

® erformance EEENEE IR

4 [ Monitoring Tools

B8 Performance Monitor
b [ Data Collector Sets
» [ Reports .

55144 PM 5:58:30 PM
AT (|
Last 216364 Average 320559383 Minimum 93652 Maximum| 912716383 Duration | 6:44
Show  Color  Scale Counter Instance P.. Object Computer
~ 00001  BytesReceived  ign.2003-10. 11 - iSCSI Connections \\DMRTK-SRVR-F
= 00000001 Bytes Sent ign 2003-10. 104 11 -~ iSCSI Connections \\DMRTK-SRVR-F
|l ——— 00001  BytesReceived  iqn.2003-10, p4300g2:49:vol04 1 - iSCSlSessions  \\DMRTK-SRVR-F
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Bytes Received/sec _Intel[R] Gigabit ET Dual Port Server Adapter_2 - Network Interface \\DMRTK-SRVR-F
v ———— 00000001 BytesSent/sec Intel[R] Gigabit ET Dual Port Server Adapter 2 -~ NetworkInterface \\DMRTK-SRVR-F
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Exchange Jetstress Performance Testing

Microsoft provides Exchange Jetstress as a tool to stress test storage systems to determine if a partic-
ular configuration of a storage system is capable of adequately supporting an Exchange Server envi-
ronment. Jetstress provides a Pass/Fail rating based on combination of the achieved IOPS, database
read latencies, log write latencies, and some other factors. Jetstress can be used by end users as an
informal stress test tool and by vendors for a more formal submission to Microsoft for the Ex-
change Solution Reviewed Program (ESRP). The latest vendor ESRP submissions are available at
http://technet.microsoft.com/en-us/exchange/ff182054.aspx.

Microsoft updates Exchange Server periodically with new versions. The current and previous two
versions of Exchange Server are Exchange Server 2010, Exchange Server 2007, and Exchange Serv-
er 2003. Customers move to these new versions at various rates. Some have moved to the 2010 ver-
sion, some have moved to the 2007 version and many are still running the 2003 version. Each of
these versions of Exchange Server have different /O profiles, due to different architectures (32-bit
vs. 64-bit), different database page sizes and other changes made over time. In order to help admin-
istrators get a better understanding of the 1/O profiles of these versions of Exchange Server, we

have compiled the Exchange Server 2003 vs 2007 vs 2010 I/O Comparison Summary on our web-
site. For example, the achieved database IOPS results for Jetstress 2010 use a blocksize of 32KB.

We used Jetstress to stress test some of the iSCSI storage solutions in this guide. These test results
are intended to provide a basic understanding of the potential performance of the storage solution
using an application workload. The tests were deliberately configured differently for each storage
solution and adapter so that these results would not be construed to be a direct competitive per-
formance benchmark study.

Network Adapter Performance Tests

For the performance measurement of each of the 10Gb network adapters, we used the following
configuration for the host initiator server and the storage target. We used Perfmon to capture the
aggregate disk bytes/second statistics as viewed from the initiator host.

NOTE: The performance tests for the adapters were not an attempt to obtain maximum perfor-
mance of the adapter, but a representative sample of real application performance using one host
initiator server connected to one or two real-world storage targets. These storage targets use either
SSDs or spinning hard drives. We believe that higher performance is possible with any of the
adapters that we tested.

The adapter performance test results show the performance of 10GbE adapters, either with or
without full iSCSI offload. These test results

Host initiator server specifications:
o Qty. 2: Intel Xeon X5570 processors, 2.93 GHz, 8 total cores, 16 total logical processors
e 24GB RAM
o  Windows Server 2008 R2 Enterprise Edition

Storage target specifications:
e Qty. 2: Intel Xeon E5540 processors, 2.53 GHz, 8 total cores, 16 total logical processors
e 48GB RAM
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Windows Server 2008 R2 Enterprise Edition

Microsoft iSCSI Target software version 3.3

Internal SATA SSD boot drive

LSI MegaRAID 9260-8i RAID controller connected to 8x SmartModular 200GB SAS SSD
configured as 1.45TB RAIDO stripe, 64KB format allocation

Motherboard LSI 2008 SAS controller connected to 4x Intel 32GB SLC SSD configured as
115GB RAIDO stripe, 64KB format allocation
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iISCSI Best Practices

Here are a few best practices for deploying iSCSI. This is not necessarily an exhaustive or complete
list, neither are these absolute requirements in order to use iSCSI.

Networking

e Deploy iSCSI on gigabit or faster networks.
e  Using server-class network adapters for iSCSI traffic
o Enable RSS, stateless offload and other server-class network adapter features
e  Use one-way or mutual CHAP to increase the security between iSCSI initiators and targets.
e Segregate iSCSI storage traffic from regular LAN traffic.
o This may not be required on 10Gb networks for performance reasons but still
might be a good idea for security reasons.
e Use non-blocking switches for iSCSI storage traffic.
e Disable unicast storm control on iSCSI ports. Most switches have unicast storm control

disabled by default.
e Unbind or disable File and Print Sharing protocols on the adapters dedicated to iSCSI
traffic
Applications

e Microsoft Exchange Server and SQL Server support the use of iSCSI storage in cluster and
non-cluster configurations.
o Follow the usual storage guidelines for separating database disk volumes from log
disk volumes.

Multi-Path 1/0

e Use MPIO to provide load balancing and failover capabilities
e For high-availability enterprise environments, configure redundant adapters and switches
for iSCSI traffic, similar to high availability Fibre Channel storage environments.
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Test Environment for this Guide

To run the tests required to produce this guide, we used nine physical servers in the Demartek lab
in Arvada, Colorado, USA. Eight of the servers were used as initiators and one server was made in-
to a target by installing the Microsoft iSCSI target software. One desktop workstation was also used
for some of the tests. Six other target storage devices were provided by other vendors for this test.
All eight initiator servers and seven target storage devices were run in our lab simultaneously, with
some initiators and targets connected via 1Gb interfaces, some with 10Gb interfaces and some with
both. Configurations of the servers, adapters and storage targets were changed to perform various
tests, so the diagram below does not show all the network interconnections.

We ran other iSCSI tests in a nearby vendor lab using their storage device and host servers in a

10Gb environment.
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Vendor Products Tested for this Guide

Specific network adapter and storage products were tested to produce this deployment guide. A
vendor-specific section in this document provides additional information for these products. These

were:
Network Adapters
e  Broadcom BCM5709C and BCM57712
e  Chelsio S320E-CR
e  Emulex OCel1102-I and OCel1102-N
e Intel Gigabit ET and X520-SR
e  Qlogic QLE4062 and QLE8242
Storage Targets

e Hewlett-Packard (HP) X1600, P2000 and P4000
e NetApp FAS2040 and FAS3040
e Xiotech ISE and ISE-Hybrid

Initiator Specifications

The initiator servers were configured with various combinations of 1Gb and 10Gb network adapt-
ers and were connected to different storage targets at different times. Some of the storage targets
had 1Gb host interfaces, some had 10Gb host interfaces, and some had both types of host inter-
face.

Most of the initiator servers were physical servers running Windows Server 2008 R2. One server
was running VMware vSphere 4.1 with guest virtual machines. One server was running Microsoft
Hyper-V with guest virtual machines. One server was running Red Hat enterprise Linux (RHEL) 6.
The desktop workstation was running Windows 7 Ultimate 64-bit.

DMRTK-SRVR-B
e Operating System: Windows Server 2008 R2
e Processor: Qty. 1 - Intel Pentium D 950, dual-core, 3.4GHz - Total logical processors: 2
e RAM: 8GB
e Storage: Internal 7200 RPM SATA disk drives

DMRTK-SRVR-C
o  Operating System: VMware vSphere 4.1
e Processor: Qty. 2 - Intel Xeon E5345, quad-core, 2.33GHz - Total logical processors: 8
o RAM: 48GB
e  Storage: Internal SAS disk array, 6x 15K RPM SAS disk drives

DMRTK-SRVR-D
e  Operating System: Windows Server 2008 R2 with Hyper-V
e Processor: Qty. 2 - Intel Xeon E5345, quad-core, 2.33GHz - Total logical processors: 8
o RAM: 48GB
e Storage: Internal SAS disk array, 4x 15K RPM SAS disk drives, 4x 7200 RPM SATA disk

drives
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DMRTK-SRVR-E

e  Operating System: Windows Server 2008 R2

e Processor: Qty. 2 - Intel Xeon E5345, quad-core, 2.33GHz - Total logical processors: 8
e RAM: 16GB

e Storage: Internal SAS disk array, 8x 15K RPM SAS disk drives

DMRTK-SRVR-F
e  Operating System: Windows Server 2008 R2
e Processor: Qty. 2 - Intel Xeon E5345, quad-core, 2.33GHz - Total logical processors: 8
e RAM: 16GB
e Storage: Internal SAS disk array, 8x 15K RPM SAS disk drives

DMRTK-SRVR-G
e  Operating System: Windows Server 2008 R2
o Processor: Qty. 2 - Intel Xeon E5345, quad-core, 2.33GHz - Total logical processors: 8
e RAM: 32GB
e Storage: Internal SAS disk array, 5x 15K RPM SAS disk drives

DMRTK-SRVR-I
e  Operating System: RedHat Enterprise Linux (RHEL) 6
e Processor: Qty. 2 - Intel Xeon E5320, quad-core, 1.86GHz - Total logical processors: 8
¢ RAM: 8GB
e Storage: Internal 7200 RPM SATA disk drives

DMRTK-SRVR]
e  Operating System: Windows Server 2008 R2
e Processor: Qty. 2 - Intel Xeon X5570, quad-core, 2.93GHz - Total logical processors: 16
¢ RAM: 16GB
e Storage: Internal SAS disk array, 2x 10K RPM SAS disk drives, 3x 150GB SSDs

DMRTK-WKS-D
e Operating System: Windows 7 Ultimate 64-bit
e Processor: Qty. 1 - Intel Core i7 860, quad-core, 2.8GHz - Total logical processors: 8
¢ RAM: 8GB
e Storage: Internal SATA SSD boot drive, 7200 RPM SATA disk drives

COSNAS10E-N2 (Xiotech Lab)
e  Operating System: Windows Server 2008 R2
e Processor: Qty. 2 - Intel Xeon E5620, quad-core, 2.40GHz - Total logical processors: 16
o RAM: 48GB
e Storage: Internal SAS disk array, 1x 10K RPM SAS disk drive

Target Specifications

Two of the storage targets were based on Windows Storage Server 2008 R2. One storage target was
a server running the Microsoft iSCSI Target Software 3.3. The other five targets were vendor-
specific proprietary designs.

DMRTK-SRVR-H
e  Operating System: Windows Server 2008 R2 with Microsoft iSCSI Target Software 3.3
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e Processor: Qty. 2 - Intel Xeon E5540, quad-core, 2.53GHz - Total logical processors: 16

e RAM: 48GB

e Storage: Internal SATA SSD boot drive, 6Gb SAS RAID controller with 24x 15K RPM
6Gb SAS disk drives in external disk enclosure. For some tests, the spinning disk drives
were replaced with 8x SmartModular SAS SSDs and 4x Intel X25-E SATA SSDs.

o Host Interfaces: 2x 1Gb and 2x 10Gb

HP X1600
e Operating System: Windows Storage Server 2008 R2 (with iSCSI target software)
o Processor: Qty. 1 - Intel Xeon E5520, quad-core, 2.27GHz - Total logical processors: 8
e RAM: 6GB
e Storage: Internal RAID controller with 2x 10K RPM boot drives and 12x 7200 RPM 1TB

SATA disk drives
e  Host Interfaces: 2x 1Gb and 2x 10Gb
HP P2000

o  Operating System: Proprietary
e Storage: 24x 7200 RPM 6Gb SAS 500GB disk drives
e Host Interfaces: 2x 10Gb

HP P4000
e Operating System: Proprietary, clustered unit with 2 nodes
e Storage: 16x 15K RPM 6G SAS, dual-port, 450GB disk drives
e  Host Interfaces: 4x 1Gb

NetApp FAS2040-1
e  Operating System: ONTAP 8.0.1
e Storage: Disk shelf with 12x 7200 RPM 500GB disk drives
e  Host Interfaces: 4x 1Gb

NetApp FAS2040-2
e Operating System: ONTAP 8.0.1
e Storage: Disk shelf with 12x 7200 RPM 500GB disk drives
e Host Interfaces: 4x 1Gb

NetApp FAS3040
e Operating System: ONTAP 8.0.1
e Storage: Disk shelf with 14x 10K RPM 300GB disk drives
e Host Interfaces: 4x 1Gb and 2x 10Gb

Xiotech ISE (Xiotech Lab)
e  Operating System: Windows Storage Server 2008 R2 (with iSCSI target software)
e Processor: Qty. 2 - Intel Xeon E5620, quad-core, 2.40GHz - Total logical processors: 16
o RAM: 48GB
e Storage: Qty. 2 - Xiotech ISE DataPac
o DataPac #1 - 20x Seagate 10K RPM, 600GB disk drives
o DataPac #2 - 10x Seagate 10K RPM, 600GB disk drives and 10x SSD: 200GB
SAS Smart Modular XceedIOPS
e Host Interfaces: 10Gb
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Network Infrastructure

Two switches in the Demartek lab were used for the iSCSI testing. Various Cat5e and Cat6 cables
were used for the 1Gb connections. The 10Gb cabling consisted of copper SEP+ cables and fiber-
optic OM3 cables.

Switches
e Dell PowerConnect 2748 - 48x 1Gb ports
e  Cisco Nexus 5020 - 40x 10Gb ports
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Adapters: Broadcom

Broadcom is a major producer of semiconductors for wired and
wireless communications, and is one of the largest fabless semi-
conductor suppliers in the world. Their Infrastructure and Net-

working Group is responsible for many of the motherboard net- BROADCOM®
w

work interface controllers (NICs) found in servers from several N
major vendors. Broadcom supplies 1Gb and 10Gb network con-
trollers and adapters.

We tested two Broadcom Ethernet server adapters for this report:

Broadcom BCM5709C NIC/TOE (1Gb) BCM57712 NetXtreme II 10GigE (10Gb)

The Broadcom BCM57712 includes iSCSI offload functions and supports Fibre Channel over

Ethernet (FCoE).
Broadcom BCM5709C NetXtreme I GigE (NDIS ¥BD Client) #47 Pr... [E3
The basic functions of the Broadcom General Advanced | Diriver I Delailsl Power Managementl
adapters can be managed from the The following properties are available for thiz nebwork
. f . f h Wi d adapter. Click the property pou want to change on the
properties tunctions of the Indows el |5ft. and then select its valus on the right.

Device Manager. The Broadcom
adapters we tested provided the ad- Liapr deoz

Enabla j

vanced functions expected in server-
class adapters, such as Large Send of-

Intermupt b oderation
|P+d Checkzum Offload

fload, RSS, TCP checksum offload, IP+v4 Large Send Offload
. |IP+E Checksum Offload
Teaming, etc. P+ Large Send Offload

Jumba Packet

Locally Administered Address

Mumber of RSS Queues

Pauze On Exhausted Host Ring
Pricnity & %LAM

Feceive Buffers (0=tuta)

Receive Side Scaling j

Ok I Cancel
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Broadcom Advanced Control Suite

Broadcom supplies the Broadcom Advanced Control Suite (BACS) to configure and manage the
Broadcom adapters. BACS can perform diagnostics and other advanced functions on all the
Broadcom adapters installed in a server. It can also report on non-Broadcom adapters that might be

installed.
& Broadcom Advanced Control Suite 4 [_ O]
Filz WYiew Action Filter Context Tools Teams ISCSI Help
|| |Fiter: [WDIS vIEW [~ |[nformation  [+] [M vital Sians W Driver Information
Explorer View 2 | Information | Configurations | Statistics |
B- \’.'_ﬂﬂ Hosts Fraperty Yalue
= [ oMRTksRYRD Driver Information
S - Adapter1 (BCMS709 CO) - Driver Yersion 6.2.8.0
B —— Part1 - Driver Date 1f6/2011
! me 11 GIgE #47 - Driver Name beevbda,sys
Driver Status Loaded

‘20 [0010] Broadcom BCMS70C Netktreme 1T GigE (NDIS YED Client) 447
=l —— Partz e
H - Mdis MAC Address 00215EC76EED

B mu- [0048] Broadcom BCMST09C Netxtreme II GigE #4858
L 58 [0012] Broadeom BCMS709C Metxtreme IT GigE (NDIS YED Client) #48
Bl 2 Adapter2 (BCMS7F12 ALY
- —8— Portl
E mﬂ- [0068] Broadcom BCMS7712 Netxtreme IT 10 GigE #65
! i 155 [0041] Broadcom BCMS7712 Metitreme 1T 10 GigE (NDIS YED Client) #68
b o Portz
B- [0069] Broadcom BCMS7712 Netxtreme IT 10 GigE #69
% [0042] Broadcom BCMS7712 Netitreme T1 10 GigE (HDIS VED Cliert) #69
- (T Adapher3

| 0|

%|
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iSCSI Offload

The iSCSI options are available in the “iSCSI View” filter view for the adapters that perform full
iSCSI offload functions, such as the BCM57712.

B Broadcom Advanced Control Suite 4 [-[O[x]
Fle View Action Fiter Context Tools Teams [5CS0 Help
J_l ‘Filter: |iSCSI YIEW B"Infnrmatiﬂn B ||7 Wital Signs [V Driver Information [V Defaulk Driver Parameters
Explorer Yiew ﬂ| Information | Configurations | Diagriostics | Statistics |
El 000 Hosts Property Valus =
= [ OMRTKSRYR Sefault Driver Parameter
B i@ Adapter2 (BCMS7712 A1) Initial R2T Yes
= —&— Porti -~ Immediate Data es
: [0065] Broadcom BCMSTT12 NetXtreme [T 10 GigE #63 Diata Sequence in Order fes

= [ [0018] Broadcom BCMS7712 Netitreme I 10 GigE i5CSI Adapter #68 - Dats POL In Grder Yes
& portal 10.0.7.149 - Max Qutstanding RZT 1
. - First Data Burst Length E5536
- &= Porkal fef::210: 18FF Fe6f:dzas Vi Data Burst Length Zeziae
B #= Pori2 - Etror Recovery Level o
= [0069] Broadcom BCMSZ712 NetXtreme I 10 GigE #69 - Default Time to Wait z
=) [0015] Broadcom BCMSF712 Metibreme I1 10 GigE iSC5I Adapter #63 Default Time to Retain 20

- Mar Connections 1

MAC Address 0010156FD2AS
[ IPv4 Address
[=I- IP+4 Configuration 10.0,7.149

1Pv4 DHCP Disable

- IP Address 10.0.7.149
Default Gateway 10,0.7.10

- Subnet Mask 255.255,255.0

- IPve Address
[ IPvE Configuration Fedn::21
| [Pvs address]6 DHCP Disablz

i - IP Address fFeB0::210: 13fFFeef:d2as ;I

Default Driver Parameters

The iSCSI controllers can be configured by clicking on the iSCSI Client, then the Configurations
tab.

B Broadcom Advanced Control Suite 4 _ (O] x|
File Wiew Action Filker Context Tools Teams [5C51 Help

J_l ‘F\Iter: |\SCSI VIEW B"Cunfiguratiuns E “7 i5C51 Management

Explarer Yiew 5" Information Configurations I Diagniostics I Statistics |

E- 808 Hosts

= [ DMRTK-SRYR)
I Adapterz (BOMSTFIZ A1)
2~ Portl

=] mﬂ- [006&] Broadcom BCMS7712 Metktreme 11 10 GigE #65
£ [&] [0018] Broadcom BCMS77L2 Nekitreme 11 10 GigE SCSL Adapter #68 Disable
& Portal 10.0.7,.148 - TP Address 10.0.7. 149
- Subnet Mask 255.255.255.0
15551 Portal feB80::210:18ff Feaf:d2as ~ Default Gateway 10.0.7.10
B Pontz - IPvé Configuration Edt__|
=3 [0069] Broadcom BCMS7712 Metktreme 11 10 GigE #69 TPvE DHCP Disable
: m [0019] Broadeam BCMS7712 Metxtreme 11 10 GigE iSCSI Adapter #69 - Process Router Advertiseme... |Enable

Process Router Advertisements

IPv4 Configuration
This is the IPv4 IP address,

Apply. Reset |
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After configuring the Broadcom iSCSI offload card, then we selected it in the Microsoft iSCSI ini-
tiator using the advanced settings for the connect function.

Advanced Settings

General I IPsec |

Connect using

Local adapter:

Initiator [P: [10.0.7.199 |
Target portal IP: [10.0.7.23 /3260 =
CRC / Checksum
’]_ Data digest I Header digest

™ Enable CHAP log on
~ CHAP Log on information

CHAP helps ensure connection security by providing authentication between a Earget and
ari nikiatar,

To use, specify the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initiator Mame of the system unless another name is
specified.

Tdame; I ign. 1991-05. com.microsoft:dmrtk-srvr§

Target secrek: I

I | Berfirm mutual authentication

T wse mutual CHAR, either specify. an nitiator secret on the Configuration page or use
RADIUS,

™| Lise RADIUS bo generste user authentication credentils

I | Use RADIUS bo authenticate barget credentials

OK. I Cancel Lpply
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Performance

The performance of network adapters in an iSCSI environment is dependent on several factors, in-
cluding various software and hardware components in the host server, the network, and the storage
target. Varying components or settings in any of these areas can affect performance, either positive-
ly or negatively.

Using a combination of Microsoft Jetstress 2010 and Windows ROBOCOPY workloads, we were
able to generate the following throughput using the Broadcom BCM57712 10Gb adapter with the
iSCSI offload features enabled. These workloads were run from the same physical server to two dif-
ferent storage targets. One target had SSDs and the other target had spinning disk drives. The
throughput measurements varied as the application workloads varied.

BCM57712 Application Workload Throughput
700,000,000
600,000,000
5 500,000,000 H
S 400,000,000
2]
? 300,000,000 iSCSI Connections
e
s
L] 200,000,000 - iSCSI Sessions
100,000,000 = Disk bytes/sec
0
O N OO Mmoo wmoOwmwowmwouwumo wn o
esTndeyndeTndedT 0o
O N N W == M OW OO NS NOMWmMO A <
O O 0O 0O d d A" A N N AN O N N N < <
el NelleNeloleNecllolelNollele oo
Elapsed Time

NOTE: This is not the maximum performance available for this adapter, but rather a representative
sample that took advantage of the iSCSI offload features using real applications connected to real-
world storage targets. Broadcom’s published performance data can be found at the following link
http://www.broadcom.com/collateral/pb/iSCSI HBA-PB102-R.pdf. Broadcom also provides in-
formation on power consumption and CPU utilization at the following link:
http://www.broadcom.com/docs/articles/Networks Go GrEEN.pdf.

Additional details about Exchange Jetstress and the initiator and target specifications used for this
test are available in the Measuring iSCSI Performance section of this document.
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Adapters: Chelsio

Chelsio Communications is a privately-held company that focus- o %
es on converged LAN, SAN and cluster traffic over 10Gb Ether- c h e I S I o
net. Chelsio adapters support fully offloaded TCP, iSCSI and Communications

iWARP protocols. Chelsio recently added Fibre Channel over

Ethernet (FCoE) protocol support to their latest generation adapters. We tested their S320E-CR

10GbE adapter for this report.

The installation process for the Chelsio adapters
is straightforward and requires little interaction.
The Chelsio adapters are listed under network
adapters, iWARP adapters, and storage control-
lers in the Windows Device Manager because of
their combined NIC, iWARP and full iSCSI of-
fload capabilities. They can be managed using
the standard Windows device properties func-
tions.

= Device Manager = B3
File Action Wiew Help
e | HEHE s S
- gg IDE ATAJATAPI controllers |
Elﬁ iw'arp adapters
-4 Chelsio Terminator 3 iwarp interface, Port MAC: 00:07:43:07:7d:79

= Chelsio Terminator 3 iWarp inkerface, Port MAC: 00:07:43:07:7d:7a
[#-ZZ Keyboards
E]---B Mice and other pointing devices
- Bl Monitors
=18 Metwork adapters
EBroadcom BCMST09C Metxtreme 11 Gige (MDIS YED Client) #47
¥ Broadcom BCMS7F09C Metktreme IT Gige (MDIS VBD Client) #45
- &% Chelsio T3 Ndis & Offload Function driver
Chelsio T3 Ndis & OFfload Function driver #2
1BM LISB Remote MOLS Metwork Device

B

o R

¥
]E Ports (COM & LPT)

[+

E
[-{L_§ Processors
-|[f% Security Devices
[—]--‘(‘— Shorage controllers e
R Chelsio Terminati kerfacs
- Chelsio Terminator 3i5CS1 interface
(;— IBM ServeRAID-MR10i SAS/SATA Controller
& L5T Adapter, SA52 2008 Falcon
-4 & Microsoft i5CST Initiator
-7M| Syskem devices
78| ACPI Fixed Feature Button
78| Broadcom BCMSTOSC Metktreme [T GigE #47
-7 M Broadcom BCMS709C Metxtreme 1T GigE #48
helsio 5320 10G Ethernet Function Enumerataor
Composite Bus Enumerator
il Direct memory access cantroller
i Intel(R) 5520/5500 Physical and Link Layer Reqgisters Port | - 3427
i Intel{R) 5520/5500 Routing and Protocol Laver Register Port 1 - 3426
i Intel(R) 5520550058 I/ Hub Control Status and RAS Registers - 3423
78| Inkel(R) 5520/5500/¥58 I/0 Hub GP1C and Scratch Pad Registers - 3422

-
VBB 1 V) CEEEL YRS TH L L Bt D s+ 540 =

Chelsio also provided the T422-CR low-profile adapter that provides 2x10GbE and 2x1GbE ports.
The iSCSI drivers for this adapter will be available soon.
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Their iSCSI features can be managed from the standard properties functions for this type of device.

Chelsio Terminator 3 iSCSI interface Properties

General Advanced | Diiver | Details |

The fallowing properties are available for thiz network adapter. Click
the property you want to change on the left, and then select itz value

on the right.
Froperty: Walue:
@ d IEnabIed 'l
ress
Subnet mazk.
Default gateway
TCP ACK.z to iSCSI target
‘lan Inzertion
WlanlD
0k I Cancel
Chelsio Hardware Initiator
After the Chelsio iSCSI initiator driver pack- dvanced settings 1]
age is installed, then the Chelsio iSCSI offload & | s
hardware initiator and the Microsoft iISCSI Connectrsng
f e h . . h Local adapter: |Cha\sin Terminator 3 SCST inkerface on Ethernet MAC nn:nmj
software initiator appear as choices in the peinor e O

standard Windows iSCSI initiator manage-
ment software. To take advantage of the Chel-
sio hardware features, we have selected the

Chelsio iSCSI hardware initiator.

Target porkal IP:

CRC | Checksum
’VI' Data digest ™ Header digest

I™ Enable CHAP log on
- CHAP Log on information

CHAP helps emsure conmection security by providing authentication between a Earget and
an initiatar,

The other iSCSI login and configuration fea-

Ta use, specify the same name and CHAP secret that was configured on the target For this
tures are managed USIDg the ISCSI lnltlator in- ;r'l;:‘zltfc‘:alThe name will default to the Initiator Mame of the system unless another name is
terface in the normal manner.

Tame: I ign. 1991-05. com.microsoft:dmrtk-srur-j

Target serret: |

™| Berform mutusl authentication

Tio use mutusl CHAP, eitfier specify an inftiator secrat on Eie Configuration page or use
RADILS,

I | Use RADIUS ko generate user authentication credentials
I™ | Use RADIWS to authenticate karget credentials

oK I Cancel Anply:
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Performance

The performance of network adapters in an iSCSI environment is dependent on several factors, in-
cluding various software and hardware components in the host server, the network, and the storage

target. Varying components or settings in any of these areas can affect performance, either positive-
ly or negatively.

Using Microsoft Jetstress 2010 as a workload generator, we were able to generate the following

throughput using the Chelsio S320E-CR 10Gb adapter with the iSCSI offload features enabled.

The Jetstress test parameters for this test CPU utilization during this test, as re-
were: ported by Jetstress was:

. Mailboxes=300 . Average: 9.063%

. Mailbox size=1000MB . Minimum: 6.645%

. Storage Groups=3 . Maximum: 11.286%

. 10PS=0.36

. Threads=8 Achieved IOPS (32KB) were: 6200.476

We were able to sustain an average of greater than 200MB/sec for this test with the Chelsio adapt-
er. This is not the maximum performance available for this adapter, but a representative sample
that took advantage of the iSCSI offload features.

Jetstress 2010 iSCSI Throughput - Chelsio S320E-CR
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O
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ey @adeTadesTadesadesad
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222222 22 e e 2 Qe e o oddg o d
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Elapsed Time

Additional details about Exchange Jetstress and the initiator and target specifications used for this
test are available in the Measuring iSCSI Performance section of this document.
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Adapters: Emulex

Emulex designs and builds a full line of -y, ®
storage adapters, network interface cards, 3/{- E M u L E x
controller chips, embedded bridges, and

connectivity management software. Emulex is probably best known for their Fibre Channel host
bus adapters (HBAs). In the last couple of years, Emulex has branched out into the Ethernet adapt-
er market by providing 10Gb Ethernet network interface cards, full 10Gb iSCSI offload adapters,

and 10Gb Fibre Channel over Ethernet (FCoE) converged network adapters (CNAs).

We tested their latest generation of 10Gb One-
Connect™ Ethernet network interface cards and
10Gb iSCSI offload adapters for this report. These
are the OCel1102-N and OCe11102-1 adapters,
which are 10Gb dual port adapters that include
stateless TCP/IP offload and TCP chimney offload
functions. The iSCSI model (“-I”) also performs a
full iSCSI offload. The NIC (“N”) model can be up-
graded to the iSCSI model or the FCoE (“F”) CNA.

Both models support PCI express 2.0, and have ei-
ther copper (10GBase-CR) or fiber-optic connectors
(10GBase-SR). They also support iSCSI over DCB /

for optimized iSCSI performance.

Emulex has a history of providing comprehensive operating system support for all of its adapters
and its 10Gb Ethernet adapters are no different. They provide support for Windows Server (includ-
ing Hyper-V), VMware ESX, Red Hat Enterprise Linux Server, Novell SUSE Linux Enterprise Serv-

er, and Oracle Solaris.

Emulex provides the OneCommand™ Manager management application for centralized manage-
ment of its Fibre Channel and10Gb Ethernet adapters. OneCommand Manager offers a host of
automation capabilities and diagnostic tools to improve efficiency and streamline administrative
tasks enabling IT administrators to manage multiple Emulex adapters in multiple servers at the
same time. OneCommand Manager can be installed in one of three management modes: local host
management only, local host management plus remote access from other hosts, and full manage-
ment of adapters on the local host and other hosts that allow it.

For VMware environments, Emulex also offers OneCommand Manager for VMware Plug-in that
enables comprehensive control of Emulex Fibre Channel HBAs and 10Gb Ethernet adapters di-
rectly from the VMware vCenter management console.

Installation of the Emulex software is simple and straightforward. The Emulex installation utility
identifies the Emulex adapters and automatically installs the proper operating system drivers for
each adapter installed in that host server.
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The Emulex OneCommand Manager topology view provides a list of all the Emulex adapters in-
stalled within all visible hosts, including Ethernet adapters and Fibre Channel adapters. The iSCSI
offload adapter management functions include the normal steps needed by an iSCSI initiator to
configure the IP address of the initiator, set the CHAP shared secret, and perform target discovery
and login. OneCommand Manager can also fully participate with an iSNS server.

=~ OneCommand(TM) Manager
File Wiew Port Discovery Batch Help

[ O]

P EeEE G

-l DMRTK-SRYR-]

fg Hosts iSCSI Statistics | i5CSI Initiator Login Options  I5CSI Target Discovery.

[ OneConnect OCe11100 ~Target Partal
El-s Part 0

NI( 00-00-C9-BE-16-96

1P Address Port Murnber

B % 00-00-C9-BB-16-97 10.0.7.10

3260

B- 8 [ 1991-05.com. microsoftdmrtk-srve -] 10.0.7.153

3260

[+ ign. 1986-03. com. hp:storage. p2000g3. 10511 1bk 10.0,7.163

3260

W Lumo 10.0.7.95

3260

-l LM g

ign.1991-05. com. micrasoft: drartk-srvr-h-target
Wl Lmo

H 3 LU 1

E = ign, 1991-05, com, microsoft: hp-x 1 600-dmrtk-sryr-

add Partal... Feemove Porkal

Wl Lmo

E}: ign.1992-08 com.netapp:sn. 115050892

Target:
1l LUK 12

LN ES i5CS1 Mame Blias Status

[l Port 1
ign. 1986-03.com. hp:storage . p2000g3. 105111b. .. [Demartel-PZ000 Connected

-Mi 00-00-C9-BB-16-94
=4 00-00-C5-B6-16-96
L T ign. 1991-05. com. microsoft :dmrtk-srer-j

DMRTK-SRYR-] Cornected
.. [85M auto-generated host, Do no |Connected

(= OneConnect OCe11100
¥4 Port 0
-=ffs Pork 1
=+ DMRTK-SRYR-D Target Login...

| Manually Add Target. .. | Refresh Targets

[ LP211002-M4

+]-effs Pork 0; 10:00:00:00:C9:64:61:75 Target Sessions...

| Remove Target |

=g DMRTK-SRYR-E
[ OneConnect OCe11100
Bl Part 0
- =8 D0-00-C9-BB-16-4F
: E- 95 ign.1991-05 . com microsoft dmrt-srer-g
[} ign. 1986-03, com. hpistorage, p2000g3, 10511 1bk
© fWlwNo
Ml LUN 1
[l LN G

SE= ign. 1991-05. com. micrasoft: drartk-srvr-h-target

WLmo

-=ff Pork 1

1 | |

Firmware Updates

OneCommand Manager allows for both firm-
ware and driver parameter updates. Firmware
updates can occur individually for each adapter
or in a “batch mode” fashion, which automati-
cally updates all similar adapter models in any
or all hosts visible to OneCommand Manager.
The firmware is selected and OneCommand

-2 Port 1: 10:00:00:00:C5:64:61:79 OneComemand ™ Manager Batch Firmrmare Downlood

Firmwans Fls Sebection
Ermware Fle! [rsdesFemmarencEr 1 Iz TaTSR0L3 LRI =
Supported Models:  [DmeConed: Dl 1100 i
Host Group Selsdtion

Ll G wus ot Groug: | E

Sielenct the adapters that ars bo be downlosded, then press *Start Downlosd
[=] ik Hosts
o

vl |
|
- I CneConnect
= B2 W MR TSR
% A Bl oneConnact OCa11100
S I DPRTE- SR -
o =] | oad L

Tines | Status
141225 PH Srarting cdownoad of adapber 00-00-C9-88-00-C4 on host DMRTE-SRVAE-F =|
1114:58 FH L s of adapter 260 host DMRTE-SRYA-F completed
1:15:00 FH Sarting download of adapber D0-00-C5-66-0E-02 on hast DHETE-SRYR-]
1T A9 P L 3 apter E8-0E-D2 £t DMRTE-SRYR-] pleted
1:1749 FH Sharting downlosd of adapber 00-00-C3-20-1E-AL on host DHRTE-SRYR-] -
i | »

Manager provides a list of discovered adapters

within the fabric which can use the selected firmware.
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In the example above, we show updating firmware in four OCel11100 adapters in three different
servers using a “batch mode” process that was initiated from one of those servers.

VMware vSphere Support

Emulex also provides the OneCommand Manager for VMware Plug-in that allows an Emulex
adapter in a vSphere server to be managed from another server. In this example, we installed the
vSphere client in a separate Windows server (dmrtk-srvr-d) and installed the VMware Plug-in into
the vSphere 4.1 server (dmrtk-srvr-c).

%) DMRTK-SR¥R-D - ¥Sphere Client [_[O] x]
Eile Edit Wiew Inwentory Administrakion Plug-ins Help
& |E} Home | gF] Inventory b [l Hosts and Clusters |w533r(h Invertary ‘Q|
4 +
& e &
= @ DMRTK-SRYR-D i, 0, 348481 | Evaluation (59 days remaining)
= Mew Datacenter -
S B [10.0.141 (manksnance [ Emulex OneCommand
0 dmrtk-c-vmi-lin E—— [ ;
G dmrtkec-vm1-win Emulex Device Management View: |Adapter Information  Maintenance Refresh | Help
1 dmrtk-c-vmz-win 255 10141
E ¥ 0neConnect 0Ce10100
Model: OneConnect OCe10100
E =EPort 0
Manufacturer: Emulex Corporation
M o0-0n-c9-97-34-CF
Serial Mumber: ET24510254
E =EPort 1
Active Firmware Yersion: 2,103.269.30
M 00-00-c9-97-34-00
Firmware State: wiorking
BIOS Yersion: Disabled
EBoot Code Yersion: 2.0.39.0
Hui Yersion: EzAZ
Personality License Features
Current: iscsT Feature Status
FCoE Personality Mat-icensed
After Reboot
About ) FCeE
(») 15CST
‘ ‘ () WIC-orly
3 j G apply | Install Feature Licenses |
OneCommand”
MRANAGER
for ViMware vCenter
versian 1.0.0
[/ —| =
asks aims waluation Made: lays remaining miristratar
Task: Al Ewaluation Mode: 53 d Ad trat A

The Emulex iSCSI offload adapter appears in the configuration tab of the vSphere client as a stor-
age adapter, along with other storage adapters.
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wsphera Client [_[O]
Ele Edit View Inventory Administration Plugdns Help
=
(=] ‘E} Home b g wentory b [l Hosts and Clusters ‘ﬁ-i Search Inventory Q
4+ +
& e &
E [ DVRTK-SRUR-D 104
=] New Datacenter _
= B [10.0.1.41 (maintenance £ Ferm
G drtkc-vmi-lin TR Storage Adapters Refresh  Rescan All..
 durtkc-vmt-win
(G drurtecovmz-win Processors Device | Type | T A
Hemary @ wmhbad Block 5C51
@ wmhbads Block 5C51
Storage
) USB Storage Controller
Netnarking
oo et & wmhbadz Block 5C51
* ctorage Adepters Emulex OneConnect
Network Adapters | & vmhbaz [} qn.1990-07. com, emulex. 00-00-C9-97-3a-cF:
Adkuanced Sattings - o= o BB e v P67 350, =
Power Management Details
Software vmhbaz Praperties...
Hodel: Emulex OneConnect
Licensed Features {5CST Name: ian. 1990-07, com.emulex, 00-00-c3-57-3a-cf
Time Configurstion 15CSI Alias:
DNS and Routing TP Address: 10.0.7.141
Authentication Services Comnected Targets: 1 Devices: 1 Paths: 1
Pawer Management - -
View: [Devices Paths
Virtual Machine Startup|Shutdown
Vitusl Machine Swegfile Location Hame | Runtime Mame — [LUN | Twpe [ Transport | Capadity |
Securty Frofie METAPP i5C5I Dick (n3.60808000...  vmhbaZiCO:TO:LT 3 disk. iscs1 95,00 GB
System Resource Allocation
Advanced Settings
4] | 2l
jEi— 0
|Evaluation Mode: 53 days remaining  [Administrator 7

FTasks @ Alams |

The Emulex VMware Plug-in also allows firmware to be updated in the Emulex adapter installed in

the vSphere server.

IDMRTK-SRYR-|

File Edit View Inventory Administration Plug-ins Help

|E} Home b g8 Inventory b [l Hosts and Clusters ‘WWWW—E
& & ¥
5 () DMRTK-SRYRD

E [il] Mew Datacenter
= B [10.0.1.41 (maintenance

- vsphere Client

10.0.1.41 YMware ESXi, 4.
Emulex OneCommand

G drtkecvmi-in -
G dmrtkec-vmi-win Emulex Device Management View: Refresh | Help
B drrtkecovm2-in 100041
& #7 OneConnect 0Ce10100
E =EPort 0
M 00-00-C3-97-34-CE £ Firmware
E =EPort 1 Active Firmware Version: 2.103.269.30
Mg 00-00-05-57-34-00 Flash Firmware Yersion: 2.103,269.30
Boot Code ver
Firmware Download x
BIOS Wersion;
Current Firmware
Host Hame: localhost
Adapter Model: OneConnect OCE10100
fetive Version: 2.103.269.30
Flash version: 2.103.269.30
Firmware Update
About
‘ ‘ 53397013.UFL
- ) Clos= | Browse| Start Update |
OneCommand”
MANAGER
for ViMware vCenter
Version 1.0.0 Jobs
o] M =

[Evaluation Made: 59 days remaining  [Administrater 7

F Tasks @ Slams |
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Performance

The performance of network adapters in an iSCSI environment is dependent on several factors, in-
cluding various software and hardware components in the host server, the network, and the storage
target. Varying components or settings in any of these areas can affect performance, either positive-
ly or negatively.

Using Microsoft Jetstress 2010 as a workload generator, we were able to generate the following

throughput using the Emulex OCe11102-N and OCe11102-1 (iSCSI offload) 10Gb adapters.

The Jetstress test parameters for this test CPU Utilization 0Ce11102-N 0Ce11102-1

were: Average 6.525% 9.241%
Mailboxes=400 Minimum 3.861% 7.048%
Mailbox size=1000MB Maximum 10.332% 11.007%

Storage Groups=4

IOPS=0.30 I0PS (32KB) 0Ce11102-N  0Ce11102-|

Threads=8 Achieved 10PS (32kB) [IIEEEERED 6239.027
I0PS/Avg. %CPU Util. 510.92 675.16

We were able to sustain an average of more than twice the throughput with the Emulex iSCSI off-
load adapter when compared to the Emulex 10Gb NIC and the iSCSI software initiator for Win-
dows. This is not the maximum performance available for these adapters, but is a representative
sample that shows the performance improvement using iSCSI offload.

Jetstress 2010 iSCSI Throughput - Emulex

300,000,000 -
250,000,000
2
S 200,000,000
] = 0Ce11102-|
& 150,000,000
(%)
g 100,000,000 e 0Ce11102-N
o
50,000,000
0
O O O O O O O O O O O o oo o o
O O O O O O O OO oo o o o o
S o & S 1m0 K BB S o A M
O O O O O O O O O O v =+ o A «
5SS S8 S8 888886 68 8 S
Elapsed Time

Additional details about Exchange Jetstress and the initiator and target specifications used for this
test are available in the Measuring iSCSI Performance section of this document.
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Adapters: Intel

Intel® is widely known for its microprocessors, but has also had a robust

= ®
Ethernet adapter and controller product line for many years. The 1Gb and l n tel

10Gb Intel Ethernet adapters are available in desktop and server versions.
The server adapters support the native operating system iSCSI initiators.

We tested two Intel Ethernet server adapters for this report, and these support PCle 2.0:

Intel Gigabit ET Server Adapter (1Gb) Intel Ethernet X520 Server Adapter (10Gb)

Intel(R) Network Connections
The installation process for the Intel adapters is Setup Dptians —
Simple Straightforward and fOHOWS typlcal prO— Select the program Features yvou want installed. ( lnte'
)
cedures. Intel includes a “Connections” CD Letelk

Drivers

Intel{R) PROSeL for Windows* Device Manager
Advanced Nebwork Services

D FCoE wsing Data Center Bridging

D iSCSI wsing Data Center Bridging

[ Intel{R) Metwark Connections SHMP Agent

that has drivers for all their Ethernet adapters.
This driver installation software detects the

adapter or adapters that are installed and pro-
vides a list of appropriate options. In addition,
these drivers can be downloaded from the Intel [ Feature Description

website. No firmware is needed for the Intel
adapters.

< Back.

Cancel |

The Intel Ethernet adapters support a wide vari-

ety of operating systems and virtualization environ-
ments. The Intel Ethernet X520 Server Adapter Teaming | VAN | BootOptons | Diver | Detais |
. General | Link Speed Advanced | [rata Center
(I0GDE) also supports Fibre Channel over Ethernet
(FCoE) and Data Center Bridging (DCB). (lntel) Advariced Adspter Setings
Profile: ICustom Settings j
Management Seltings Walue:
. Interrupt Moderation - 2
Intel network adapters are managed using the standard T '
arge Send Offload [Py
operating system management tools and no additional Lage Send Difoad (P81
. . . . Log Link 5 E:
management software is required. In Device Manager in i e oS Prorp e _>ILI —
se Default
Microsoft Windows, there are several tabs that provide oS D]
arge Sen load [IPw4]
access to various adapter settings. For most installations, Bl e ST b o g 72 =
the default Options Work Well' Because the adapter hardware is able to complete data
segmentation much faster than operating system software, this
festure may improve transmission performance. In addition, the
adapter uzes fewwer CPU resources.
The Intel server adapters (including both adapters we T, Mote: Crangng ths setng may cause & momertary
los= of connectivity =
tested) support all the advanced features such as Large =
Send offload, RSS, TCP checksum offload, Teaming, Cancel_|
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etc., for both IPv4 and IPv6

The Intel adapters work with the Microsoft iSCSI initiator and are considered a software initiator.
All the usual iSCSI target discovery and login features are supported and functioned as we ex-

pected.
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Performance

The performance of network adapters in an iSCSI environment is dependent on several factors, in-
cluding various software and hardware components in the host server, the network, and the storage

target. Varying components or settings in any of these areas can affect performance, either positive-
ly or negatively.

Using Microsoft Jetstress 2010 as a workload generator, we were able to generate the following
throughput using the Intel X520 10Gb adapter.

The Jetstress test parameters for this test CPU utilization during this test, as reported
were: by Jetstress was:

e  Mailboxes=300 e Average: 7.663%

e  Mailbox size=1000MB e Minimum: 3.118%

e Storage Groups=3 e Maximum: 9.962%

o JOPS=0.24

e Threads=8 Achieved IOPS (32KB) were: 5754.108

We were able to sustain an average of approximately 200MB/sec for this test with the Intel X520
adapter. This is not the maximum performance available for this adapter, but a representative sam-

ple.
Jetstress 2010 iSCSI Throughput - Intel X520-SR2
300,000,000 -
250,000,000 -
©
S 200,000,000 -
(8]
£ 150,000,000 -
(%)
[}
£ 100,000,000 -
[+2]
50,000,000 -
0 rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrui1
o n O n o n O n o n o Nn O n O 1Nn O n o uwn
O I n 4 O I Nn d O I 00 4 O I n d O < o oo
S S 4 A M MY DB BN % SRS o NN M W
© 929 9292222 9 9 32 9 9 9 o o o o o o
O O O O O O O O O O O O o o o o o o o o
Time Elapsed

Additional details about Exchange Jetstress and the initiator and target specifications used for this
test are available in the Measuring iSCSI Performance section of this document.

Additional performance data for the Intel Ethernet Server Adapter X520 is available in our evalua-
tion report for this adapter on our website. For this evaluation, we ran several performance tests
with storage targets with many spinning hard disk drives.
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Adapters: QLogic

QLogic is a major provider of data, server, and storage networking in-
frastructure solutions. They are probably best known for their Fibre
Channel HBAs and switches, but they also provide 10GbE adapters,

Converged Network Adapters (CNAs), Infiniband products and Q Lo G I Cw

ASICs. QLogic partners with many of the major server and storage

The Ultimate in Performance
vendors, providing them with adapters, switches, routers and ASICs.

We tested two QLogic Ethernet server adapters for this report

QLogic QLE4062-C (1Gb) QLogic QLE8242 (10Gb)

The QLogic QLE8242 includes iSCSI offload functions and supports Fibre Channel over Ethernet
(FCoE).

QLogic provides two separate management software applications to manage these devices:
e  SANsurfer
e  QConvergeConsole (QCC)
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SANsurfer

The QLogic QLE4062-C is an iSCSI HBA that has been on the market for a few years. It uses
SANsurfer for its configuration and management.

£ SANsurfer iISCSI HBA Manager [_ O[]
Eile Host View Settings Wizards Help

o :

% Connect Refresh

ISCSIHBA | ‘| HBA ion | HEA Options | VPD |
W Host drmntk-sir-g
¢ = HBA0: QLE4062C: : Ready HBA Model: QLE40G2C Serial Number: GE40717A35714
& Port 0 ign.1991-05 com.microsoft dmirtk-srer-g 3
& Port 1. ign.1991-06.com.microsoftdmrtk-srere. || 7] | State: Reaw N HBA Alias Name:

General Information

Serial Humber: GE40717A35714 Chip Model: 15P4032
Driver Version: 2.1.5.15 (STOR wxG4) Chip Version: 1]
Firmware Version: 3.0.1.53 ISCSI Version: 020
ROM Version: 1.0.0.0 BIOS/UEFI \fersion: 115

XX

QLOGIC

Refresh H Save HBA (All Ports) |

HBA 0: OLE4062C: : Ready

The IP addresses for the ports can be set on the Network tab within the Port Options tab. After the
IP addresses have been added, the iISCSI management features are accessed from the Target Op-
tions tab. The target options include target discovery, target login and other target-related options.

£ saNsurfer iSCSI HBA Manager [_[O]x]
Eile Host View Settings Wizards Help

o X
s QLOGIC
i Connect Refresh iyt
iSCSIHBA |

[ Port Options | Target Options | Statistics | Diagnostics |

%! Host dmitk-snir-e
¢ #== HBA 0 QOLE4062C: : Ready HBA Model:

QLE4062C iSCSI Port Alias Name:
¢ E" Part 0: ign.1931-05.com.microsoftdmtk-sry] State: _ Py Address: 10. 0. 1 83
¢ 3 Device (DMRTK-SRVR-H) )
LUN (LUN 0} HBASCSIName: ign.1991-05 com.microsoft dmrtk-srer-g
LUIN (LU 1y
& Part1: ign.1981-05 com microsoft drartk-sr] Target Discovery Config rDis[:mmred Targets r Target Settings r Target Information |

-Greyed out entries are Potential Boot devices and cannet be modified.
-Target Configuration - a saved blank iSCSI Name will issue a SendTargets command.
-Disable of Auto-discover does not apply to SendTargets with CHAP entries.

-Only 64 devices can be persisted/bound. Any changes made to devices not bound will not persist across card r...
Mote: Right click on entry for additional features.

Auto-bind Discovered Targets [ | Auto-discover (Re-discover prior SendTargets on save)

Bind el Cynamic IP Address iSCSIName Target 1D Alias State
Target
] ] [0.0.00 1A 0[MA Reserved far Fastl..
(] ] [ 1 |oooo 1A 1{ha Reserved for Fastl
[¥] [1 [topoisea ign.1991-05 com 2[DMRTK- . |Session Active E

‘ Config P+ || Config icati ‘

| Refresh ‘ ‘ Save Target Settings ‘
4] I [

| r

Port 0: ign.1991-05.com.microsoft:dmrtk-srr-e

After the target has been discovered and the target login is complete, the LUNs (volumes) from that
target become available to the operation system. These are accessed in the normal manner.
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QConvergeConsole (QCC)

The QConvergeConsole (QCC) is the replacement for SANsurfer and is the management applica-
tion for the newer QLogic Fibre Channel HBAs and 10Gb NICs and CNAs. These include:

e  QLE24xx and QLE25xx Fibre Channel HBAs (4Gb and 8Gb)

e QILE32xx series Intelligent Ethernet Adapters (10Gb)

e QLE81xx and QLE82xx Converged Network Adapters (CNAs)

The installation of QCC also requires the installation of the Apache Tomcat application server,
which is included with the QCC package and installed if required. A web browser is the interface
into QCC. QLogic also provides a command-line interface for QCC.

QCC will be familiar to anybody who has used SANsurfer in the past. The screens within QCC are
organized similarly to SANsurfer, but the response is much faster than SANsurfer. QCC can man-

age QLogic adapters that are installed in other host servers, as shown on the left side of the screen-
shot below.

Firefox
(e [+l
(€ [E hittp:fflocalhosk 5080 /cxC onvergeCansale - C'] [-TI - Google

Input hostname/ address: m =
e — - -

s . The Uttimate in Performance QConvergeConsole
QLOGIC

File Host View Settings Wizards Help

i#localhost:Microsoft Windows Server 2008 Port Info  Parameters  Target Options  Monitoring  Diagnostics  Utilities
R2 Enterprise Edition , 64-bit:Warning

© ¥»QLEB242:RFE1110A60675::Warning Hostname: locahost HBA Model: QLEB242
B F=Port 2:Warning Port State: Ready,Link Up 1Pv4 Address: 10.0.7.66
; MAC Address: 00-0E-1E-05-28-88 Port Alias:
s=ISCST
ign.1991-05.com.microsoft:dmrtk- iSCSI Name: ign. 1991-05.com.microsoft:dmrtk-srvr-e
srvr-e:Good
ucEthernet :Good Target iSNS Config Target Settings Target Information
'”"‘52?552_{593;22[,?,5 [ Dawn Configure iSCSI Target Sessions
SEsortLwaming | [~Select + Bind Enable Dynamic 1P Address  iSCSI Name D # Alias State
iSOST S0 LA = == ==

— —_—
iqn.1991-05.com.microsoft:dmrtk- r [ r [ r [0.0.00 [Ma ONA [Reserved for Fal
srvr-e:Warning | r | r |

ic2

[
| r |n.0.0.0 XY | 1A |Reserved for Fal
\icEthernet :Warning | r | | r |10.0.7.10 |ign.1882-08.com, 64| |3ession Astive

Rimin

+e(FCOE 21-00-00-0E-
1E-05-28-8B::Link Down

&2 dmrtk-srvr-d:Microsoft Windows Server
= 2008 R2 Enterprige Edition ,
64-bit:warning

= #*QLEB142:RFCO915G99712:Warning ®
© F#Port 1:warning
wcEthernet :Good

,,,,,,, Rermove Save Target ‘
rw:FCOE 21-00-00-C0O-DD-10-0D Add Refresh Config CH&P
791 ink Down Selected Settings

@ #=Port 2:Warning

ucEthernet :Good

+e«sFCoE 21-00-00-C0-DD-10-0D-
7B::Link Down

5 =QLE2562:RFCO752G88289: Good
#Port 1:Good
#Port 2:Good
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The iSCSI management features are somewhat similar to those previously described for SANsurfer.

Firefor™ v [_OI ]
(e [t :
€ )9 @ hietp:flacalhost: 8080/ QComvergeConsolz) - C'] [-‘] - Google F'] #+ B
10.0.1.57 M - B “ c c I =l
. The Ultimate in Performance onverge onsole
» CONNECT QLOG'C
File Host View Settings Wizards Help
- Wlocalnost:Micrasaft Windows Server 2000 PortInfo  Parameters  Target Options  Monitoring  Diagnostics  Utilities
R2 Enterprise 64-bit x64:Warning
= r#(LES242:RFE1110A60675::Warning Hostname: localhost HBA Model: QLEB242
@ #=Port 2:Warning Port State: Reeady,Link Up IPv4 Address: 10.0.7.66
siSCSI MAC Address: 00-0E-1E-05-26-8E Part Alias:
iqn.1991-03.com.microsoft:dmrtk- iSCSI Name: ign. 1991-05.com.microsoft:dmrtk-srr-e
sryr-e:Good
wcEthernet :Good General Settings  Network Settings  Boot Settings
seFCOE 21-00-00-0F-
1E-05-28-8F::Link Down #5051 Name Gettings
«Port 1:Warning
o %10.0.1.51:Microsoft Windows Server 2008
R2 Enterprise 64-bit x64:Warning
© 7#(LEB142:RFCO915G997 12:Warning Part iSCSI Alias: |
#=Port 1:Warning
«Port 2:Warning
5 =QLE2562:RFC0752688289::Good (R CEE s Jicn.1981-05.com microsoftdmk-sr-e
#*Port 1:Good
&Port 2:Good
°
Configured Settings (0S Rebaot required ta activate)
¥ auto Negotiate Port Settings
[“Flow Control
Link Speed: 10 Gbs

Save Part Settings Refresh Port Settings Restore Port Defaults

(=l

As with SANsurfer, after configuring the IP address under the Network Settings tab then the target

discovery and target login options, the LUNSs from the target are available to the operating system
in the usual manner.
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Performance

The performance of network adapters in an iSCSI environment is dependent on several factors, in-
cluding various software and hardware components in the host server, the network, and the storage
target. Varying components or settings in any of these areas can affect performance, either positive-
ly or negatively.

Using Microsoft Jetstress 2010 as a workload generator, we were able to generate the following

throughput using the QLogic QLE8242 10Gb adapter.

The Jetstress test parameters for this test CPU utilization during this test, as reported
were: by Jetstress, was:

e  Mailboxes=300 e Average: 7.851%

e  Mailbox size=1000MB e Minimum: 3.582%

e Storage Groups=3 e Maximum: 10.760%

o JOPS=0.30

e Threads=8 Achieved IOPS (32KB) were: 5775.26

We were able to sustain an average of approximately 200MB/sec for this test with the QLogic
adapter. This is not the maximum performance available for this adapter, but a representative sam-
ple.

Jetstress 2010 iSCSI Throughput - QLogic QLE8242
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250,000,000
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Additional details about Exchange Jetstress and the initiator and target specifications used for this
test are available in the Measuring iSCSI Performance section of this document.
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Storage Targets: Hewlett-Packard (HP)

HP has a variety of iSCSI storage solutions designed to address different types and
sizes of enterprises. We tested three different HP iSCSI storage solutions for this
deployment guide.

e HP X1600 G2 Network Storage System

e HP P2000 G3 10GbE iSCSI MSA System

e HP P4000 G2 SAN Solutions

Some of these storage solutions, such as the HP P4000 series, are exclusively iSCSI, with options
for 1Gb or 10Gb Ethernet interfaces. The other two product families are available with choices for
host interfaces including 1Gb iSCSI, 10Gb Ethernet and 8Gb Fibre Channel.

Performance

Microsoft provides Exchange Jetstress as a tool to stress test storage systems to determine if a partic-
ular configuration of a storage system is capable of adequately supporting an Exchange Server envi-
ronment. Microsoft provides the Exchange Solution Reviewed Program (ESRP), and HP has sub-
mitted several performance tests using the storage systems listed here. These performance results
are available at http://technet.microsoft.com/en-us/exchange/ff182054.aspx.

HP X1600 G2 Network Storage System

The HP X1600 G2 is a member of the HP X1000
G2 Network Storage System product family that
operates as a file server or an iSCSI target, or
both. The HP X1600 G2 is a NAS solution run-
ning Windows Storage Server 2008 R2 with the
Microsoft iSCSI Software Target and the HP Automated Storage Manager (ASM) software. It is
built on an HP ProLiant DL 180 G6 server chassis and has options for up to 12 large form factor
(3.5-inch) or up to 25 small form factor (2.5-inch) disk drives in the front slots.

X1000 G2 NAS is currently available in a number of different preconfigured internal capacity con-
figurations ranging from 4 TB to 24 TB. The X1000 G2 configuration can add additional NAS ca-
pacity by using external disk enclosures (such as HP’s D2000). Additional information on the full
X1000 G2 product family can be found at www.hp.com/go/x1000.

Administrators have two options for managing storage on the X1600. Because it is a Windows-
based platform, standard Windows management tools can be used to configure its storage includ-
ing file shares and iSCSI target devices. HP has also provided the Automated Storage Manager
(ASM) application that can be used to manage and provision storage resources. ASM provides wiz-
ards that assist with the process of allocating and configuring storage for host application data and
shared folders. These wizards can help with storage for Exchange Server, SQL Server, user-defined
applications, shared folders, replication, snapshots, and more. Storage that has been allocated can
be increased using the wizards as data growth occurs.

We configured several iSCSI LUNs that were assigned to several servers in the lab. ASM stream-
lines the process of creating or growing iSCSI LUNs using a wizard-based process. The wizard steps
the administrator through one set of parameters that are used to create the iSCSI targets and the
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LUNs associated with them. This process requires only a few mouse clicks to complete. This pro-

cess can also be accomplished using the standard Microsoft iSCSI target management functions,
but requires more steps to complete.

[
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es= @ |
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—
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ASM also provides storage management functions, such as the storage utilization view, that helps
administrators monitor their storage capacity utilization.
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HP P2000 G3 iSCSI MSA Array

The HP P2000 is a dedicated storage
system designed to meet the needs of
small and medium business by
providing performance with flexibil-
ity. Options are available in several

areas:
e  Host interfaces: It has an assortment of host interfaces available including 8Gb Fibre
Channel, a Combo 8Gb FC/1GbE iSCSI, 6Gb SAS, and 1GbE or 10GbE iSCSI.

e Disk drives: Can accommodate up to 149 2.5-inch disk drives or 96 3.5-inch disk drives
that can have SAS or SATA interfaces.

e Controllers: Available in single controller and dual controller models.

Snapshots and volume copy functions are included as standard features with the HP P2000 series
arrays.

P2000 G3 MSA is currently available with capacities from as few as 2 drives up to a full capacity of

192 TB with today’s latest drives. Check out the different connectivity and capacity options at:
www.hp.com/go/p2000.

The HP P2000 management console uses an embedded web browser based storage management
utility that includes photographs of the front and back of the hardware to assist in selecting the
right components such as disk drives for storage groups, host interfaces, etc.
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Storage is provisioned into “Vdisks” that are logical volumes that will ultimately be presented to the
host initiators. A handy feature of the HP P2000 is the ability to create several volumes of the same
size with a single provisioning step. For our tests we created three disk groups with eight drives in
each disk group. Then in a single step we were able to provision 20 equally sized volumes on one
disk group. We repeated this same provisioning step for each of the other two disk groups and were
able to create 60 volumes in less than two minutes.

A very straightforward process is used to configure hosts for the HP P2000. We configured several
hosts to have access to this storage.
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ka Hosts
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B e
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2 e
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Host 1D
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HP P4000 SAN Solutions

The HP P4000 SAN product family is a scale-out iSCSI
storage solution. The HP P4000 storage solution uses
storage nodes, which each contain CPU, disks,
controllers, and network interfaces, and clusters them
together, whereby, consolidating all of their critical
resources into pools of storage. All of the available
capacity and performance is aggregated and is available to every volume in the cluster. The HP
P4000 series leverages network RAID technology which synchronously replicates data across a
cluster of storage nodes. This volume level setting protects the data from any single point of failure,
up to, and including a storage node. Volumes can be thin provisioned for space efficiency, and
have thin provisioned, reservation-less, snapshots created for point-in-time copies of data. The HP
P4000 is capable of replicating snapshots to other P4000 systems at primary or remote locations for
disaster recovery, and these snapshots are also thinly provisioned.

P4000 G2 SAN family is a scale-out technology that allows you to cumulatively add to a P4000
iSCSI SAN’s overall capacity and performance and can be added non-disruptively. P4000 iSCSI

SAN configurations start at 7.2 TB and can grow to 768 TB. To learn more about The P4000 G2
product family go to www.hp.com/go/p4000.

HP P4000 product family was formerly known as the LeftHand Networks storage system. HP an-
nounced its acquisition of LeftHand Networks in October 2008.

The HP P4000 series is managed with the Centralized Management Console (CMC) that can be
run from a desktop or server platform. From the CMC, storage nodes, clusters, and volumes can be
managed regardless of location. The CMC handles all the usual iSCSI host assignments and map-
pings, CHAP settings, etc.
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The CMC has some interesting graphical representations of the host-to-volume mappings. These
graphical representations can be rotated so that servers are above the storage, as depicted below, or
can be rotated 90° in either direction or 180°.

ides

Details || Map View |

view: [Serverstovolmes ||
tavout [Ferarcnc[v] | @ @ Q (] 182 ©

Map View Tasks ~

<o

vt

) ]
CMRTRES D CORTE SRVRE

Die marte k-P4300-cluste

il
iz

[ atmrme 1

Another useful graphical representation is the storage usage summary, shown below.
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Storage Targets: NetApp

NetApp builds a complete family of unified storage systems that support file pro-

tocols such as NFS and CIFS, and block protocols including iSCSI, Fibre Chan-

nel, and FCoE. This product family includes the FAS2000 series, FAS3x00 series

and the FAS6x00 series. These models scale from the low-end FAS2000 series that

are designed for branch offices or departments all the way up to the FAS6x00 se- N etApp,
ries designed for large enterprises with almost 3PB of raw storage capacity in one

system. This full product line gives IT administrators and managers
the ability to choose the performance and capacity that is needed.

NetApp uses the Data ONTAP operating environment across the en-

tire FAS product line. Data ONTAP provides a consistent management experience that not only
supports multiple protocols, but includes storage efficiency features such as thin provisioning,
compression, data de-duplication, and various forms of snapshot technologies. The newer models
of the FAS product line also support Flash Cache, NetApp’s solid-state caching technology that
caches recently read user data and NetApp metadata in the storage controller, working with all
storage protocols and NetApp software.

Data ONTAP can be used with a graphical user interface accessible through any web browser or
through a command-line interface. The graphical user interface is intuitive and includes online
help. Data ONTAP supports a rich set of iSCSI technologies, including multipath I/O, a wide vari-
ety of iSCSI software and hardware initiators, 1Gb and 10Gb interfaces, iSNS servers, multiple
connections per session, and CHAP.

We tested two of the smaller models of the FAS product line in our lab with Data ONTAP 8.0.1,
the FAS2040 and FAS3040. We tested and configured iSCSI LUNs, CHAP, adding iSCSI initia-
tors configured the network interfaces and more. We used 1Gb connections on the FAS2040 and
both 1Gb and 10Gb connections on the FAS3040. The Data ONTAP default RAID type is RAID-
DP, also known as RAID6. RAID-DP provides protection in the event that two disk drives fail in
the same raid group.

LUN:s, for either iSCSI, Fibre Channel, or FCoE, are created within volumes that live on aggre-
gates. LUNSs are created within a volume and include the full volume path and can be space re-
served.
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After creating the LUNSs, they can be mapped to initiators or groups of initiators.
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After all the LUNs are mapped, a full list of the LUNSs can be displayed, showing which LUNs are
mapped to which initiators and the LUN number for that initiator.
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Performance Results

We ran an Exchange Jetstress test on a host server with a QLogic QLE4062-C 1Gb iSCSI HBA
connected to a NetApp FAS3040. It should be noted that the FAS3040 is a smaller, older model
and that the current models of FAS3x00 storage systems are capable of significantly higher perfor-
mance. This particular model of FAS3040 contains one shelf (14 disk drives) of 10K RPM disk
drives. Newer models of the FAS3x00 and FAS6x00 systems also support NetApp’s Flash Cache,
which significantly improves performance.

FAS3040

Exchange mailbox profile: mailboxes=500, mailbox size=600MB, IOPS=0.18 Threads=2 Storage
Groups=3, total database size=300GB, LUN size=1TB, RAID-DP

Results

Achieved Transactional I/O per Second (32KB): 268.905 (almost triple the target)
Target Transactional /O per Second: 90.0

Average Database read latency (all storage groups): 14.242 msec

Average Log write latency (all storage groups): 3.377 msec
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Storage Targets: Xiotech
The Xiotech Intelligent Storage Element (ISE) storage solution m
combines a Microsoft Windows Storage Server 2008 R2 front- I 0 te C h
end management server with Xiotech’s ISE blades to provide a i
dense, high-performance storage solution in a small footprint. THE ISE COMPANY

Xiotech’s intellectual property is focused on their ISE tech-
nology that includes sealed drive canisters containing 10 or 20
disk drives (DataPac), battery modules, power and cooling
units, and a pair of active-active managed reliability controllers
inside each three rack-unit (3U) storage blade. These storage
blades can contain up to 19 TB of raw capacity in a 3U form
factor.

The Xiotech DataPac includes a mechanical design that dra-

matically reduces heat and vibration in order to extend the life

of the hard disk drives and allows the drives to operate at maximum performance. In addition,
Xiotech has developed advanced firmware that incorporates the ANSI T10-DIF (data integrity field)
self-healing technology.

Xiotech recently announced their Hybrid ISE that contains 10 hard disk
drives and 10 SSDs per DataPac that provides very high performance in
a 3U form factor.

We had the opportunity to test their first-generation ISE storage system
and to test an early version of the Hybrid ISE storage, both with 10Gb
iSCSI host interfaces. Xiotech also offers 8Gb Fibre Channel host inter-
faces. Additional information on particular models and configurations

is available at http://www.xiotech.com/products-services/ise-storage-blade/.

Configuration and deployment of the Xiotech ISE system will be very familiar to Windows server
administrators, because it uses Windows Storage Server 2008 R2 for its primary management func-
tions. This familiarity extends to the configuration of the iSCSI targets, due to its use of the Mi-
crosoft iSCSI software target that is included with Windows Storage Server 2008 R2.

We configured two RAID1 LUNSs of 2TB each, one on a first generation ISE DataPac and one on
the new Hybrid ISE DataPac. We used the standard Microsoft iSCSI target and Disk Manager
management applications to configure the storage on the storage management server. After config-
uring the storage target, we used the Microsoft iSCSI initiator on the host server to connect to the
storage, one LUN at a time, so that we could run Exchange Jetstress to test the performance of each
type of DataPac.
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Target Configuration Summary

The following screenshots show the configuration of the Xiotech ISE target with two separate
DataPacs. The Disk Management and Microsoft iSCSI Software Target configurations are shown.
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Initiator Configuration Summary

The following screenshots show the configuration from the initiator host server. The first configu-
ration used drives E: and F: on the first generation ISE.
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Performance Results

We ran two different Exchange mailbox profiles using Microsoft Exchange Jetstress 2010, one for
the first-generation ISE DataPac, and a second set of tests for the Hybrid ISE DataPac. As a stand-
ard feature, the Xiotech Hybrid ISE DataPac performs analysis of the 1/Os going to the hard drives
and uses solid-state drives to cache I/O's over time which accelerates the overall performance.

The historical best practice for running Exchange Jetstress, and for the full Exchange Server, is to
configure the databases and the logs on separate disk groups. However, Xiotech stripes all logical
volumes across all the drives in each DataPac, and we only used one DataPac at a time, so the data-
bases and logs were on the same set of disk drives for these tests. Additional information about
Jetstress is available in the Exchange Jetstress Performance Testing section of this report.

Test 1 - First Generation ISE DataPac (20 hard disk drives)

Exchange mailbox profile: mailboxes=1500, mailbox size=1000MB, IOPS=0.12 Threads=1 Storage
Groups=19, total database size=1.5TB, LUN size=2TB, RAID10

Results

Achieved Transactional I/O per Second (32KB): 362.501 (more than double the target)
Target Transactional I/O per Second: 180.0

Average Database read latency (all storage groups): 11.005 msec

Average Log write latency (all storage groups): 4.426 msec

Test 2 - Hybrid ISE DataPac (10 hard disk drives plus 10 SSDs)

Exchange mailbox profile: mailboxes=200, mailbox size=1000MB, IOPS=0.30, Threads=32, Stor-
age Groups=2, total database size=200GB, LUN size=2TB, RAID10

A series of 15 runs with the Exchange mailbox profile were run to observe the effects of the SSD

caching.

Results

Achieved Transactional I/O per Second (32KB): 8934.418 to 10285.565 (15 runs)
Target Transactional I/O per Second: 60.0

Average Database read latency (all storage groups): 6.899 to 6.1845 msec (15 runs)
Average Log write latency (all storage groups): 5.1875 to 4.8245 msec (15 runs)

iSCSI Throughput

For the Hybrid ISE Jetstress tests, the best performance averaged 3.7 Gb/second sustained
throughput on the 10Gb Ethernet link and 3.5 Gb/second on the iSCSI disk. The graph from Per-
fmon shows the 10GbE link and the disk throughput rates.
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Demartek - Xiotech Hybrid 10Ghb i5CSI Throughput
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Legal and Trademarks

Broadcom, the pulse logo, Connecting everything, and the Connecting everything logo are among
the trademarks of Broadcom Corporation and/or its affiliates in the United States, certain other
countries and/or the EU.

Chelsio is a registered trademark of Chelsio Communications.

Emulex is a registered trademark and OneCommand is a trademark of Emulex Corporation.

HP is a trademark of the Hewlett-Packard Development Company, L.P.

Intel is a registered trademark of Intel Corporation.

Microsoft, Windows, and Windows Server are either registered trademarks or trademarks of Mi-
crosoft Corporation in the United States and/or other countries.

NetApp is a registered trademark and Data ONTAP is a trademark of NetApp, Inc.
QLogic, the QLogic logo, and SANsurfer are registered trademarks of QLogic Corporation.
Xiotech is a registered trademark and ISE is a trademark of Xiotech Corporation.

VMuware is a registered trademark and vSphere is a trademark of VMware, Inc.

Demartek is a registered trademark of Demartek, LLC.

All other marks and names mentioned herein may be trademarks of their respective companies.
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