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Abstract

In an effort to provide an improved experience for the growing iSCSI storage market,
Microsoft and its storage partners have created various iSCSI target solutions for the
Microsoft Windows Server environment. These solutions include iSCSI targets based on
Microsoft's iISCSI target software and storage partner hardware, and iSCSI targets
based on storage partner iISCSI target software and hardware. This paper provides an
update on the state of iISCSI storage technology, specifics on several Microsoft storage
partner solutions, including the deployment of each solution for specific solutions such
as Microsoft Exchange, Microsoft SQL Server, Microsoft SharePoint Server and
Microsoft Cluster Server (MSCS).

This report is designed for managers of IT departments and system administrators who
are exploring the possible benefits of iISCSI storage solutions or who are looking for
actual deployment examples of iSCSI storage solutions.
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Introduction

Internet SCSI (iISCSI) is an industry standard developed to enable transmission of SCSI block
storage commands and data over an existing IP network by using the TCP/IP protocol. The
encapsulated SCSI commands and data can be transmitted over a local area network (LAN) or
a wide area network (WAN). As with traditional SCSI, an iISCSI storage solution requires at least
one “initiator” residing on the application server and at least one “target” residing on the storage.

This report provides background on iSCSI technology and information on the current state of
iISCSI storage solutions for the Microsoft Windows environment, focusing on the deployment of
the iISCSI target solutions from some Microsoft storage partners. Some of these storage
solutions are based on the Microsoft iISCSI software target and run on a Microsoft Windows-
based platform. Some of these storage solutions are based on the storage partner’'s own
technology and run on a non-Microsoft platform. All these storage solutions provide storage for
hosts that use the free-of-charge Microsoft iISCSI initiator.

Storage Solutions Deployed
The following iISCSI storage solutions were deployed for this report.

Dell™ PowerVault™ NX1950 Networked Storage Solution
EqualLogic® PS3800XV

HDS TagmaStore™ AMS1000

HP StorageWorks 1200 All-in-One Storage System
LeftHand Networks® SAN/iQ®

The Dell solution is based on Microsoft Windows Unified Data Storage Server 2003. The HP
solution is based on Microsoft Windows Storage Server 2003 R2 and the Microsoft Software
iISCSI Target application pack. The EqualLogic, HDS and LeftHand Networks solutions are
based on their own respective technology.

These iSCSI target storage solutions provide a variety of advanced storage features including
hardware RAID, Multi-path 1/0 (MPIO), snapshot copy, replication, remote copy and others.
Some include integration with Microsoft Volume Shadow Copy (VSS) and provide Microsoft
Virtual Disk Service (VDS) providers.
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Basic Storage Architectures

The two basic forms of storage for host computers are direct-attached storage (DAS) and
networked storage. DAS is storage that is directly attached to a host computer and is generally
privately owned by that computer. Networked storage is storage that is connected to a host
computer via some sort of network, such as an Ethernet network or Fibre Channel network, and
can take several forms, including variations of Storage Area Networks (SAN) and Network
Attached Storage (NAS).

There are two basic forms of networked storage: the Storage Area Network (SAN) and Network-
Attached Storage (NAS) and they are generally distinguished by their Input/Output (1/O)
characteristics. SAN is generally used for applications that require “block” I/O access. NAS is
generally used for applications that require “file” I/0O access. An application that uses block I/O is
any application that reads or writes its data blocks directly to the storage device or subsystem,
such as a databases, email servers, or file systems themselves (such as NTFS). SAN storage
devices appear to the applications the same way that DAS devices do, allowing applications to
use what appear to be local storage devices. An application that uses file I/O is one that makes
its read and write requests in the form of files, such as a network client reading and writing files
from a file server. NAS devices typically appear as one or more network file shares to the
applications and users. NAS devices are actually host servers themselves that internally use a
DAS or SAN I/O connection, but share a “file-system” type of view of their storage resources to
other hosts on the network.

The primary reasons for using any form of networked storage are to overcome the
disadvantages of the DAS storage model. The various implementations of networked storage
can allow the storage to be located potentially many miles from the host CPU requiring the
storage and can scale to hundreds, thousands or even millions of storage devices. In addition,
the networked storage model allows storage to be placed into a “pool” that is not necessarily
owned by any one application client or server but can be shared among many applications or
servers.

Direct-Attached Storage (DAS)

DAS is probably the most well-known form of computer storage. In a DAS implementation, the
host computer has a private and usually exclusive channel between the host CPU and the
storage device or devices, so that the host “owns” the storage. In this context, DAS storage has
also been called “server-centric” or “silo” storage. Everything from personal computers to
mainframe computers have used this implementation. Over the years, various interfaces have
been used for this purpose, including IDE/ATA and SCSI. The advantage of DAS is that it is
relatively simple to understand and implement. The disadvantages are that there is limitation to
the number of devices that can be connected on the same interface, a relatively short distance
between the host CPU and the storage device(s) due to cable length restrictions, and when
larger storage devices are required the data must often be moved from the smaller device to the
larger device, potentially consuming a large amount of time. In addition, many DAS storage
architectures require that the host computer be taken offline when adding or removing storage
devices. The DAS model doesn’t scale to large or distant environments very well. A server in
this model doesn’t directly share its storage resources.
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Direct Attached Storage (DAS) Diagram

Inside the Host Computer Cabinet

Storage Interface

CPU Memory

Storage Device

Due to cable length limitations, the storage devices often reside in the same
cabinet as the CPU, or in a separate enclosure physically near the CPU cabinet

Host CPU performs “block” I/0 directly to device

Network-Attached Storage (NAS)

NAS devices share their storage resources with other clients on the network, in the form of file
“shares.” The clients read and write files on the NAS server using either SMB/CIFS or NFS file
protocols. The NAS device has its own storage and internally uses block 1/O to store the data in

its own internal format. NAS devices typically can have many file “shares” and can potentially be
a great physical distance from the network clients.

Network Attached Storage (NAS) Diagram

Network clients >

Local Area Network (LAN
(LAN) Network clients request files from file
server (NAS device) over the LAN.

NAS device receives file requests from
network clients and translates those
requests to “block” I/0 commands to

its own private storage. It then formats

its data into a “file” format and
responds to the network clients.

NAS Server mmmm)>

NAS Private Storage
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Storage Area Network (SAN)

SAN architecture, using “block” I/O, can be implemented over an Ethernet network or a Fibre
Channel (FC) network, each having its own strengths and weaknesses.

Ethernet networks are ubiquitous, relatively inexpensive, and they offer a wide variety of choices
of built-in, as well as peripheral network hardware solutions. The least expensive solutions use
copper cabling and connections. Ethernet networks using TCP/IP protocol typically manage
network traffic with software and frequent interrupts to the host computer.

By comparison, Fibre Channel networks tend to be more expensive, because they use
dedicated fiber-optic technology, they are physically separate from the local Ethernet network,
and they require specialized expertise. FC host bus adapters (HBAs), managed switches, and
optical networks are dedicated to block level storage 1/0. FC networks manage traffic using
highly efficient hardware processing that offloads functionality from the host CPU.

SAN architectures use block SCSI protocol for sending and receiving storage data over their
respective networks. Fibre Channel (FC) SANs implement the SCSI protocol within the FC
frames. Internet SCSI (iISCSI) SANs implement the same SCSI protocol within TCP/IP packets.
Because both technologies allow applications to access storage using the same SCSI
command protocaol, it is possible to use both technologies in the same enterprise, or move from
one to the other.

For the larger enterprises that have implemented SAN technology, most have implemented
Fibre Channel technology. These enterprises typically demand proven technology, have the
need for high bandwidth storage solutions, have the budgets to pay for more expensive
hardware to meet their performance and reliability needs, and typically have full-time staff
dedicated to storage management.

Some organizations have implemented only Fibre Channel SANs into production use. Some
organizations have implemented only iISCSI SANs into production use. Some organizations
have chosen to implement Fibre Channel SANs and iSCSI SANs. An iSCSI connection can be
used to bridge a server into a Fibre Channel SAN. In many cases, iSCSI SANs can be deployed
more quickly than Fibre Channel SANs.

Many disk storage solutions available today offer both Fiber Channel and iSCSI interfaces into
the same disk subsystem. Many iSCSI-only solutions use the same high-end components in the
disk subsystem as the Fibre Channel-only solutions. These design and implementation factors
reduce or eliminate concerns about performance and reliability of iSCSI storage solutions.

IP-based SAN technology such as iSCSI has not yet been deployed as widely as Fibre Channel
SAN technology, in part, because it is a newer technology. But iSCSI SAN technology has been
proven to work reliably, provide excellent performance, and is a cost-effective choice for many
storage environments.
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Storage Area Network (SAN) Diagram

Network clients >

Local Area Network (LAN)

Application Servers mEEp>

Storage Area Network (SAN)

Storage Devices > @

A typical SAN environment consists of one or more application servers, one or more storage
devices, a switch between the servers and the storage, the appropriate external hardware
interface in the application server, and appropriate cabling.

Storage traffic for
SAN storage
generally flows over
a separate network
from the LAN traffic.

Storage Area Network (SAN) Component Diagram

i/ Application Server

Switch

Storage Device

The components of an iISCSI SAN are equivalent in concept to those found in a Fibre Channel
SAN, but typically are less expensive. However, there is a reason for the difference in price of
the hardware components. Fibre Channel switches and host bus adapters almost always use
managed switches and fiber optic technology including cables, connectors, transceivers, etc.,
which are more expensive than the typical copper-based technology found in Category 5, 5e, or
6 Ethernet cables, standard NIC cards and unmanaged Ethernet switches. The price differences
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begin to diminish when comparing fully managed fiber-optic Ethernet and Fibre Channel
environments. The line rates found in the Fibre Channel environments are 1, 2, and 4 Gbps.
The line rates found in typical Ethernet environments are 1 Gbps or less.

When comparing costs of Fibre Channel and iSCSI storage solutions, it is important to include
advanced storage and management functions in the calculations. Many of the iSCSI solutions
have done a good job of simplifying common functions such as LUN provisioning and provide
advanced storage and management functions in the solution for less cost than other types of

solutions.

Unified Storage

Unified Storage is the concept of combining the technologies used in Fibre Channel SANs
and/or iSCSI SANs with Network-Attached Storage (NAS) into a single, integrated storage
solution. The solutions provide both block and file access to the shared storage environment.
This type of storage solution can provide simplified management by combining the management
of all storage regardless of the transport or “plumbing” into a single management console.
Unified storage solutions often also provide advanced storage capabilities including replication
functions, storage resource management, clustering and more.

10-Gigabit Ethernet Technology

10-Gigabit Ethernet (10 GbE) technology promises to deliver increased speed and a unified
approach to networking, clustering and storage applications. Current deployments of 10-Gigabit
Ethernet are found in server clustering and network-trunking applications, and many 10-Gigabit
Ethernet switches available today also support 1-Gigabit connections into the same switch.
Fiber-optic technology is used for these applications, as copper-based technology for 10-Gigabit
Ethernet is still relatively new. The price ratio between 10-Gigabit Ethernet technology and 1-
Gigabit Ethernet technology is dropping, but currently 10-Gigabit Ethernet technology remains
priced too high for many organizations.

The PCI-Express (PCle) bus has the bandwidth to handle the new high-speed interconnect
technologies, including 10-Gigabit Ethernet technology. As PCI-Express becomes more
common in servers and desktop computers, and prices continue to drop for high-speed offload
adapters and other devices, 10-Gigabit Ethernet technology may begin to become cost-effective
for more common use in iISCSI SANs over the next 12 — 24 months.
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ISCSI Technology

Internet SCSI (iISCSI) is the combining of the SCSI command protocol that storage devices use
with a TCP/IP network as the transport mechanism in order to provide “block” storage
connectivity over an existing network. The iISCSI technology is implemented as a layer above
the TCP layer in the TCP/IP protocol stack. Using the SCSI nomenclature of initiator and target,
a host server would be the iSCSI initiator and a logical storage device or subsystem would be
the iISCSI target. The iSCSI target can be implemented in hardware or software.

Once the connection is established between the iSCSI initiator and the iSCSI target, the
operating system on the iSCSI initiator sees the storage as a local storage device that can be
formatted, read and written in the usual manner. For example, Windows “Disk Management”
sees disk volumes the same way whether they are connected via iSCSI or connected via more
traditional means. Some restrictions on the iISCSI initiator are listed on page 19.

The iSCSI hardware and software components comprise an iSCSI storage area network (SAN).
Hardware components required to implement iSCSI include a network adapter, a network
switch, and an iSCSI target storage device or subsystem. The network adapter used for iSCSI
traffic can be the same adapter used for traditional network traffic, but in many cases one or
more separate adapters are used for iISCSI traffic. Software components required to implement
iISCSI include iSCSI initiator software.

iISCSI SAN Components
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Because Ethernet infrastructure already exists in many environments, adding iSCSI
components to an existing Ethernet infrastructure can be relatively inexpensive. Typically the
management expertise and Ethernet network infrastructure (network switches and cabling) is
already in place in most organizations.

Best practices for iISCSI SANs are to separate iSCSI storage traffic normal LAN traffic through
the use of virtual LAN technology or by deploying iSCSI traffic to a physically separate network.
This is because adding iSCSI traffic to existing LAN traffic may cause degraded overall network
performance due to the different nature of iISCSI storage traffic.

Ethernet Switch

Hardware requirements for iISCSI include a Gigabit Ethernet adapter in the host server
connected to a Gigabit Ethernet switch. The iSCSI target storage device must also be
connected to the Gigabit Ethernet switch.
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As many environments have already moved to a Gigabit Ethernet infrastructure for their basic
networking needs, iISCSI can be added for no additional hardware costs. For those who do not
have a Gigabit Ethernet infrastructure, it can be created relatively inexpensively. Low-end,
unmanaged, five-port Gigabit Ethernet switches are available for less than $100 today. Low-
end, unmanaged, eight-port Gigabit Ethernet switches are available today for less than $200.
Some unmanaged 16-port and 24-port Gigabit Ethernet switches are available today for less
than $300. Category 5E or category 6 cabling is recommended for Gigabit Ethernet networks,
which is present in many environments. Most of the newer servers have onboard Gigabit
Ethernet network interfaces. Simple Gigabit Ethernet Network Interface Cards (NICs) are widely
available for less than $50 and specialized, dual-port, server Gigabit Ethernet NICs with
advanced networking features are available for less than $200.

Best practice for iSCSI is to use enterprise class, managed switches that support jumbo frames.
Enterprise switches are generally designed to be used in higher-traffic networks and are better
choices than low-cost switches for iISCSI traffic.

Some switches are designed with “oversubscription,” which is a design that takes advantage of
the fact that average utilization of Ethernet links tends to be significantly less than full-
bandwidth. As such, these switches cannot run at full-bandwidth on all ports at the same time.
Care must be taken when deploying iSCSI traffic on this type of switch so that the switch is not
oversubscribed.

Because iSCSI runs over standard Ethernet networks, there is virtually no distance limitation in
the basic technology. Wide Area Networks (WANSs) can be used to implement iSCSI technology,
and iSCSI technology can be used to bring a remote or “stranded” server into an existing
storage infrastructure. However, many applications and operating systems do not have a high
tolerance for latency, so response time on storage devices should be considered. It is possible
that a very large distance (thousands of miles) may generate a response time that is
unacceptable. Some iISCSI storage providers recommend a network latency of less than 5
milliseconds, resulting in a distance of approximately 100 kilometers.

Initiators

Microsoft provides a free iISCSI software initiator, which can be downloaded from the Microsoft
web site. There are other iISCSI initiators available, but this report will only discuss the Microsoft
iISCSI software initiator. The focus of this report is primarily on iSCSI targets.

The iSCSI initiator works in combination with the network adapter. There are four basic
combinations of iISCSI initiators and network adapters available today. Varying degrees of
processing can be offloaded to the adapter hardware, depending on the type of network adapter
deployed. These combinations of iISCSI initiator and network adapter are:

Software iSCSI initiator with standard network card

Software iSCSI initiator with advanced network card that supports Receive-side Scaling
Software iSCSI initiator with network card that includes a TCP/IP Offload Engine (TOE)
Hardware iSCSI host bus adapter (HBA) that provides offloaded TCP/IP and iSCSI
processing.

The performance aspects of these types of iISCSI initiators are discussed below in the iISCSI
performance section. The hardware iISCSI HBAs were not tested for this report but they do help
to optimize CPU utilization in servers.
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Targets

There are a variety of iSCSI target solutions available. One way to organize iSCSI target
solutions is by the underlying technology. Some of these solutions are based on the Microsoft
iISCSI target software and run on a Microsoft Windows Server platform. Other solutions run on a
non-Microsoft platform. Some specific examples are discussed in further detail in subsequent
sections of this document. Target solutions are available in a wide variety of storage capacities,
performance levels, and prices.

Multi-Path I/O

Microsoft MPIO is supported with iISCSI Storage Area Networks as well as Fibre Channel and
Serial Attached SCSI (SAS) storage. Microsoft includes a Microsoft iISCSI Device Specific
Module (DSM) with the Microsoft iISCSI Software Initiator which supports many arrays and
allows the creation of multiple paths for failover and load balancing. Storage array vendors can
also license the Microsoft MPIO DDK from Microsoft and implement their own DSMs specific
allowing their storage to interface to the Microsoft MPIO core driver stack. The Microsoft iISCSI
initiator can be installed with Microsoft MPIO, the same MPIO that is available for other types of
storage. Multi-path 1/O provides the benefits of fail-over if a path fails and load balancing across
multiple active paths to increase throughput.

It is important to note that when using multi-path I/O for iSCSI storage solutions, both the iISCSI
initiator and the iISCSI target need to support MPIO. Each network adapter and its associated
ports in the iISCSI initiator and iSCSI target should have identical features to insure consistent
performance. The iSCSI DSM implements several load balance policies designed for different
link performance metrics.

Management of iSCSI

The iSCSI solutions discussed in this report are managed using the Microsoft iISCSI initiator.
The storage volumes can be managed using standard Windows tools such as “Disk
Management”. In addition, most iISCSI target storage solutions provide Microsoft VSS and VDS
hardware providers and can be managed with Microsoft Storage Manager for SANs (SMfS),
which is available in Windows Server 2003 R2.
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Storage Performance and iSCSI

General Performance Comments

One of the concerns about iISCSI is the overall performance of the solution, including the load
on the host CPU, the iSCSI target performance, and the Ethernet network performance,
especially during periods of heavy I/O. Although this report is not intended to be an exhaustive
performance benchmark, some of these performance issues will be discussed.

iISCSI solutions are a blend of traditional network and traditional storage technologies, and most
of the iSCSI storage solutions are pre-configured to provide good overall network and storage
performance. Administrators may choose to fine-tune various advanced network and storage
settings for additional performance or configuration purposes.

The implementations discussed for the various iSCSI target solutions were intentionally
disparate to illustrate the variety of ways in which iSCSI targets can be deployed and the
configurations discussed for individual products were not necessarily optimized for performance.
As a result, the performance of the iISCSI target solutions varied widely, due to the variety of
designs and components used. These storage solutions used a variety of storage devices,
including SATA disk drives, SCSI (parallel) and SAS disk drives. The disk drives spun at various
RPM including 7200, 10K and 15K RPM. Each storage array had a different number of disk
drives in the array. Different RAID stripe sizes were used with different arrays. Various disk
subsystem caching designs were used, not all of which have been publicly disclosed.

Basic I/0 tests were performed with IOMeter, an open-source I/O load generator. The same
group of block sizes and I/O patterns was tested with each iSCSI target solution; however the
gueue depth was varied as an additional data point. Some of the iISCSI target solutions
supported multi-path I/O, and where possible, multiple paths were used. The deployment
scenarios outlined below include up to 2 sessions. Although the purpose of these tests and this
report is not to be a head-to-head performance comparison of the iSCSI target solutions,
performance was measured in order to provide some general reference points for the expected
performance range of iSCSI target solutions. Some interesting reference points comparing
various types of network adapters in the host servers (iISCSI initiators) were also made. The
IOMeter test results for each iISCSI target solution are included in their respective sections.
Readers should take notice that IOMeter testing is by no mean a substitute for workload testing
and modeling. In addition, tools from Microsoft such as LoadSim for Microsoft Exchange and
SQLIO and SQLIOSim for SQL Server can be used to test how an iSCSI initiator and target
respond for those particular applications.

IMPORTANT NOTE: the iSCSI targets presented in this white paper are different in class,
price, and disk I/O characteristics, so head-to-head comparison of the iSCSI targets in
the context of this report is not possible. In addition, the tests were run with different
parameters to emphasize that this report is not a benchmark report.

Improving iISCSI Storage Performance

Performance improvements for iSCSI solutions can be determined by measuring either the
increase in absolute network throughput or the reduction in system resources such as CPU
utilization. Benefits may vary depending on the applications. Application performance
improvements may depend on the network packet size and/or storage block size in use.

10
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There are several areas that can be adjusted to improve iSCSI initiator performance on
Microsoft Windows host platforms. It should be noted that several of these items listed below
will improve general network performance as well as iISCSI initiator storage performance.

Network Infrastructure Settings
Microsoft Scalable Networking Pack
Receive-side Scaling

TCP Offload adapters

Full iISCSI Host Bus Adapters (HBA)

Network Infrastructure Settings

Many network cards have various feature settings that can improve performance. Not all of
these features are available on all network adapters. Jumbo Frames, TCP Checksum Offload
and Large Send Offload can be enabled to improve performance. Windows Server 2003 is the
first Windows platform that supports network adapters that include hardware TCP Checksum
Offload and Large Send Offload features.

In the case of Microsoft Windows Server-based iSCSI target solutions, the network interface
adapter settings should be examined on both the iSCSI initiator and the iSCSI target solution. It
may be possible to have one side of the iISCSI communication highly optimized and the other
side not optimized, resulting in reduced performance. The network features discussed in this
section should be examined on the iSCSI initiator and, where possible, the iISCSI target.
Implementations and impacts of these features on the iSCSI target may vary.

Network switches should have Jumbo Frames enabled. Flow control may also need to be
enabled in the switch and network adapters if there is heavy network congestion. Enterprise
switches are generally designed to be used in higher-traffic networks and are better choices
than low-cost switches for iISCSI traffic.

Microsoft Scalable Networking Pack

With the gaining popularity of multi-core and multi-processor systems, deployment of the
Microsoft Scalable Networking Pack with advanced, server-class network adapters is highly
recommended.

Microsoft makes the Scalable Networking Pack (SNP) available as a free download for
Microsoft Windows 2003 Server (32-bit and 64-bit) and for Windows XP 64-bit platforms. It is
also an integrated component within Windows Server 2003 R2 Service Pack 2. This package
provides new and improved network acceleration and compatibility with hardware-based offload
technologies. Three technologies included in the Scalable Networking Pack help optimize server
performance when processing network traffic. Because iSCSI uses the network, it can take
advantage of these technologies. These technologies are Receive-side Scaling, TCP Offload,
and NetDMA. NetDMA was not tested for this report.

Receive-side Scaling

Receive-side scaling is especially important in multi-core and multi-processor systems because
of the architecture of the NDIS 5.1 miniport drivers. Without the SNP and Receive-side Scaling,
multi-processor and multi-core Windows 2003 Server systems route all incoming network traffic
interrupts to exactly one processor core, resulting in limited scalability, regardless of the number
of processors or processor cores in the system. With SNP and Receive-side Scaling and the
NDIS 5.2 miniport driver, incoming network traffic interrupts are distributed among the
processors and processor cores on the computer. Receive-side Scaling-capable network

11
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adapters are now available, and are required to take advantage of this feature. Support for this
feature is currently found in some, but not all server-class network adapters.

The Scalable Networking Pack monitors network adapters for Receive-side Scaling capabilities.
If a network adapter supports Receive-side Scaling, the Scalable Networking Pack uses this
capability across all TCP connections, including connections that are offloaded through TCP
Offload.

TCP Offload Adapters

TCP Chimney is the Microsoft Windows Server term for offloading the TCP protocol stack into
network interface adapters. Network adapters that support this feature are also known as
TCP/IP Offload Engines (TOE). TCP Chimney is an operating system interface to advanced
Ethernet network adapters that can completely manage TCP data transfer, including
acknowledgement processing and TCP segmentation and reassembly.

Full iSCSI Host Bus Adapters (HBA)

Another approach to use for offloading CPU processing cycles is to combine the iSCSI initiator
and the full TCP processing onto one adapter card and perform all these functions in hardware.
This work performed for this report used the Microsoft iISCSI software initiator for all examples,

s0 iISCSI HBAs were not used, but many models are supported on Windows Servers.

Performance Result Summary by Initiator Network Adapter Type

Although this report is not a full performance benchmark, several performance measurements
were taken using various network adapters with the same I/O workloads.

Ethernet network adapters are one important component of an iSCSI storage solution. It should
be noted that best practices recommend that a true server-class network adapter should
be used for iISCSI storage applications. The low-cost network adapter listed below that was
used in these tests is not a true server-class network adapter, but was used only as a point of
reference. This truly shows the importance of server-class network adapters in iSCSI
deployments.

Three different types of Gigabit Ethernet network adapters were used for these tests. Two low-
cost network adapters were deployed, each with one port. The advanced network adapter and
the TCP Offload adapter are dual-port, server-class network adapters. The low-cost network
adapters used in this report are available for the least cost, but are not recommended for
iSCSI storage solutions. The advanced network adapters are available for a mid-range price.
The TCP Offload adapters are, by comparison, more expensive. The three types of network
adapters used in the Demartek lab were:

e Low-cost network adapter: NetGear® GA-311
e Advanced network adapter supporting Receive-side Scaling: Intel® Pro/1000 PT
e TCP Offload network adapter: Alacritech® SEN2002XT

The CPU usage on the dual-core, single processor server using the low-cost network adapter,
without the Scalable Networking Pack was significantly skewed toward the first core with very
little activity on the second core, especially during read operations. When SNP was installed
and the advanced network adapter and the TCP Offload adapter were each used, the dual-core
processor server exhibited a lower and more evenly balanced CPU utilization. The following
Task Manager snapshots highlight the differences for light to moderate workloads using a mid-
range iSCSI target solution.

12
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The differences between server-class network adapters and low-cost network adapters became
obvious during our tests. We found that under heavy workloads with a high-performance iSCSI
target solution, the low-cost network adapter configuration became unacceptably slow, fully
utilizing the processor and locking out other processes on the server including mouse and
keyboard controls. The same workloads using the advanced network adapter and the TCP
Offload adapter, which are server-class network adapters, completed the workloads in the
expected time and did not lock out other processes.

13
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The charts below show a representative sample of percentage of CPU utilization for the three
types of network adapters. Two paths, using MPIO, were used for this sample.

Percent CPU Utilization
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Network adapter legend:

e NIC-LOW: low cost network adapter
NIC-SVR: advanced server-class network adapter supporting Receive-side Scaling
e NIC-TOE: TCP Offload adapter supporting TCP/IP Offload Engine

Performance will vary depending on many factors, including number of processors and
processor cores in the application server, amount of memory in the application server, network
adapter type, specific network adapter features that are enabled, and the iISCSI target storage
system characteristics.
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Deployment Examples

Deployment Environment

The deployment took place at a lab at Microsoft headquarters and at a lab at Demartek
headquarters. The equipment at each location was similar.

Servers

Two host servers were used at each location. Windows 2003 Server R2 Enterprise x64 Edition
was installed on all the application servers.

Microsoft Demartek
Server A Server B Server A Server B
Processor Single Xeon Dual Xeon Pentium D Pentium D
2.8 GHz 3.0 GHz 3.4 GHz 3.4 GHz
Cores 1 1 each 2 2
Memory 1GB 1GB 4GB 4GB

Network Adapters

The network adapters used in the Microsoft lab servers were standard server-class network
adapters. At the Demartek lab, three different types of network adapters were used, including
the standard network adapters, advanced server-class network adapters and TCP Offload
server-class network adapters.

Network Switches

Both labs used Gigabit switches. The Microsoft lab used a NetGear GS108 unmanaged, 8-port
switch. The Demartek lab used a NetGear GS724T smart-switch with 24 ports. Jumbo frames
were enabled on the GS724T switch.

Deployment Processes
The deployment processes for this report were broken into several main steps.

e Application Host configuration steps

e Storage Solution configuration steps

e Run applications to use the iISCSI storage
¢ Additional host configuration steps

In addition, special application scenarios were performed, including:

e Configure Microsoft Exchange 2003 to use iSCSI storage
e Configure Microsoft SQL Server 2005 to use iISCSI storage
e Configure Microsoft Cluster Server to use iSCSI storage
Application Host Configuration Steps
The initial steps used to configure the application host servers were:

¢ Install fresh copy of Windows Server 2003 R2 Enterprise x64 Edition
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¢ Install Microsoft iISCSI initiator
e Configure Microsoft iISCSI initiator

Storage Solution Configuration Steps

The iSCSI storage solution configuration was separated into the steps necessary on the iSCSI
target (storage solution itself) and the steps needed on the iSCSI initiator (application server).
The general steps for configuring the iISCSI storage are outlined below, including some optional
steps. Each specific iSCSI storage solution configuration follows this general outline, but the
exact steps required varied slightly for each iSCSI storage solution. A separate section of this
report is devoted to each iISCSI storage solution configuration, including screen shots taken
during the deployment.

Target Configuration Steps

Configure network settings for iISCSI target device

Launch management console

Create LUNSs on disk array

Make LUNs ready for use (formatting, etc.)

Create iSCSI Targets

Optional — Configure multi-path I/O for iISCSI Targets

Optional — Configure security for iSCSI Targets (CHAP, etc.)

Make iSCSI Targets ready for use for iSCSI Initiators (virtual disks, etc.)

ONoOGOAWNE

Initiator Configuration Steps

1. Optional — Configure multi-path 1/0O from application host (iISCSI initiator)

Run Applications to Use the iSCSI Storage

Applications were used to read and write to the iISCSI storage, including basic Windows
management functions such as Disk Manager.

In addition, IOMeter was used to read and write various block sizes to the iISCSI storage.
IOMeter is an open-source 1/O load generator and performance analysis tool. IOMeter is
available from Source Forge at: http://sourceforge.net/projects/iometer/.

Although this report is not a performance benchmark for iISCSI storage solutions, some
performance data are included to provide a general idea of the type of performance that can be
expected with some iSCSI storage solutions. Two different lab locations and two different sets
of servers were used for the deployments described in this document.
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Application Host Configuration Steps

The following steps were used to initially configure each of the application hosts. These hosts
became the iSCSI initiators.

Install Microsoft Windows 2003 Server R2 Enterprise x64 Edition

Each host was configured by installing Microsoft Windows 2003 Server R2 Enterprise x64
Edition. This particular version was installed so that all possible memory and clustering options
could be explored. All the required security updates were installed after installing the base
operating system.

The Microsoft iISCSI initiator can be installed on the following Microsoft Windows platform
families

e Microsoft Windows Server 2000 SP4 or later

e Microsoft Windows XP Professional (32-bit or 64-bit)

e Microsoft Windows 2003 Server (32-bit or 64-bit) — Service Pack 1 or higher is
recommended

Beginning with Microsoft Windows Vista and the next release of Windows Server, the Microsoft
iISCSI initiator is pre-installed.

Install Microsoft iISCSI Initiator

The Microsoft iISCSI initiator is a free download from the Microsoft web site. There are versions
for x86 (32-bit), x64 (AMD64 and Intel EM64T) and 1A64 (Intel Itanium) processors. Version
2.03 of the iSCSI initiator was used on all hosts for this report.

The iSCSI initiator installation process is the same relatively simple process for all the
application hosts, and is wizard-based.

Software Update Installation Wizard |

Use this wizard to install the following software update:
§ Microsoft iSCSI Initiator

Before you install this update, we recommend that you:

- Back up vour system
- Close all open programs

You might need to restart your computer after you complste
this update. To continue, click Mext.

Cancel
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By default, the “Initiator Service” and “Software Initiator” features are checked. By default, the
Microsoft MP1O multi-pathing feature is not checked. All the installations for this report used the
MPIO feature and so this item was checked during installation.

If MPIO is not selected at installation, but desired later, the installer must be run again and the
MPIO option selected. Beginning with Microsoft Windows Vista and the next release of
Windows Server, MPIO is a feature that can be selected without re-installing.

Software Update Installation Wizard x|

Microsoft iSCS! Initiator Installation N

oy

Microsoft iSCSI Inttiator will be installed

r Installation Options

[¥ | irtual Fart Diiver

¥ Initiator Service

¥ Software Initiator

W Microsoft MPIO Muttipathing Support for iSCSIE

< Back Mext > Cancel
Software Update Installation Wizard |

Please read the following license agreement. To continue with setup,
you must accept the agreement.

END-USER LICENSE AGREEMENT FOR MICROSOFT 3
SOFTWARE

Microsoft iSCSI Initiator 2.0
IMPORTANT - PLEASE READ THIS END-USER LICENSE

AGREEMENT ("EULA") CAREFULLY. BY INSTALLING,
COPYING OR OTHERWISE USING THE SOFTWARE THAT

=

" | Do Net Agree

< Back Next > Cancel |
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Software Update Installation Wizard

Completing the Microsoft iSCSI

Initiator Installation Wizard

You have successfully completed the iscsi2D0 Setup
Wizard.

To close this wizard, click Finish.

< Back

Caticel |

A command-line utility, “iSCSIcli” is also installed that can be used to configure connections to
iISCSI targets from the Windows Server host.

The release notes and user guide are installed onto the local host when the iISCSI initiator is
installed. A few items from the release notes are worth mentioning here. Some of the
restrictions listed here may change in future releases.

Dynamic disks on an iSCSI session are not supported. With Windows Vista and
Windows Server Codename “Longhorn”, Dynamic Volumes are supported; however for
best performance and redundancy, it is recommended that customers use basic disks or
volumes in Windows combined with hardware RAID available in the storage arrays.
Note that the default iISCSI node name is generated from the Windows computer name.
If the Windows computer name contains a character that would be invalid within an
iISCSI node name, such as ' ', then the Microsoft iISCSI Initiator service will convert the
invalid character to '-".

Both initiator and target CHAP secrets should be greater than or equal to 12 bytes, and
less than or equal to 16 bytes if IPSec is not being used. It should be greater than 1 byte
and less than or equal to 16 bytes if IPSec is being used.

The checked and retail versions of the Microsoft iISCSI Software Initiator will only install
on retail version builds of Windows. There is no package that installs on checked builds
of Windows.

Configure Microsoft iSCSI Initiator

After installation, the Microsoft iISCSI initiator is used to manage the iSCSI environment.

General Tab
The general tab shows the initiator node name, which is the iISCSI Qualified Name (IQN).
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X

General I Disco\rewl Targets | Persistent Targets | Bound Volumes/Devices |

g The iSCS| protocol uses the following information to uniquely
identify this initiator and authenticate targets.

Intiator Mode Mame: ign.19591-05.com microgoft:dmrtk-srvr-a2

To rename the initistor node, click Change. Change...

To corfigure IPSec Tunnel Mode addresses, click

Tunnel. Tunnel

To authenticate targets using CHAP, click Secret to
specify a CHAP secret. Secret |

OK Apply

Discovery Tab

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

The discovery tab provides the list of discovered iSCSI target portals available to this initiator.
The target portal is the primary IP address of the iSCSI target solution. Some target solutions
use a virtual IP address and some iSCSI target solutions provide the first actual IP address of
the solution. If there are no target portals listed, they can be added by IP address or DNS name.
In this case two iISCSI target portals have already been discovered. If there is an iISNS server
available, it can provide all the iISCSI discovery information.

1SCS] Initiator Properties

%]

General Discovery ITargeis | Persistent Targets I Bound Volumes/Devices |

r—Target Portals

92 ] Default
182.168.0123 3260 Default Default

Add Teos Refresh |

—iSNS Servers
Name |
Add | Femaowve | Refresh |

,TI Cancel | Spply
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Targets Tab

The targets tab provides the list of individual targets available to the iSCSI initiator. In this case,

three targets are available to the iISCSI initiator.

xl
General | Discovery Targets | Persistent Targets | Bound Volumes/Devices |
Select a target and click Log On to access the storage devices for that

target. Click details to see information about the sessions, connections and
devices for that target.

199 om | chp-wss-hpdarge ... Inactive
ign.2001-05 com equallogic:6-8a0500-01eb50602-87a... Inactive
ign.2001-05 com equallogic:6-8a0500-0ceb50602-8ec...  Inactive

Detais | LogOn. | Refesh |

ok | Cancd | s |

To gain access to the target, the initiator must “Log On” to the target. If there is only one path to
the target, there is only one step needed for log on.

Log On to Target x|

Target name:

I~ Automatically restore this connection when the system boots
™ Enable multi-path

L\‘ Only select this option if iSCSI multi-path software is already installed
== on your computer.,

Advanced... | QK I Cancel |

If there are multiple-paths to the target, then each path must be described to the iSCSI initiator.
This is done by enabling multi-path and clicking on the “Advanced” tab. The Log on process
must be repeated for each separate path.

Log On to Target x|

Target name:

I ign. 1991-05. com.microsoft:dmrtk-hp-wss-hp-target-01-target

[~ Automatically restore this connection when the system boots

3 Only select this option if iISCSI multi-path software is already installed
= on your computer.

Advanced. .. | K. I Cancel

The advanced tab provides a drop-down box for all the possible source (initiator) IP addresses
and a separate drop-down box for all possible target portal addresses. Some target solutions
provide one virtual IP address for multi-path operations. In these cases, the target solution
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manages the actual paths and IP addresses internally. Other target solutions expose each
available IP address that can be used for multi-path operations.

The administrator must select each desired combination of source IP address and target IP
address.

2l 20
General | IPSec | General | PSec |
~Connect by using ~Connect by using
Local adapter: |Microsoft iSCS! Initiator =l Local adapter: | Microsoft ISCS! Intiator 4|
Source |P: IDefault j Source |P: IDefault j
Terget Portal:  [192 1680101 Target Fortal: | Defaut =l
192.168.0.140 Diefauit
192.168.0.141 192.168.0.123 / 3260
CRC / Checksum :Ilgg:ll EEEHE ~CRC / Checksum|192.168.0.137 / 3260
168.0.147 192.168.0.138 / 3260
[™ Data digest I " Header digest " Data digest T Coaoer agest
I~ CHAP logon infi ion I~ CHAP logon ir ion
CHAF helps ensure data security by praviding authentication between CHAP helps ensure data securty by praviding authentication between
a target and an initiator bying to establish a connection. To wse it a target and an initiator trieing to)establish & connection, To wse it
specity the same target CHAR secret that was configured on the target specify the same target CHAR secref that was configured on the target
far thig initiatar. far thiig iritiatar,
Wser name; qun 1551-05.com microsoft :dmrtk-srvr-a2 Wser rarme: Ilqn.188 -05.com microsoft :dmrtk-srvr-a2
Tiarget secret: I Tjarget secret: I
I™ | Berfarm mutusl authentization I™ | Eesfarmm mutual authentication
T use mutual CHAR specify & iitiatar secret o the [ridaton Settings Tio uge mutwal CHAR specify an initiatar secret an the [nitiator Settings
page and configure that secret on the target. page and configure that secret on the target.

QK I Cancel Apply QK I Cancel Lpply

After the IP address or addresses have been selected, the initiator is connected to the target
and the log on process is complete.

x
General | Discovery largets I Persistert Targets | Bound Volumes/Devices |

Select a target and click Log On to access the storage devices for that
target. Click details to see information about the sessions, connections and
devices for that target.

Targets:

Mame | Status |
ign. 199105 com microgoft.dmrtk-hp-wss-hp4arget-014... Connected
ign.2001-05.com .equallogic 6-8a0900-01eb50602-87a... Inactive
ign.2001-05.com .equallogic 6-8a0900-0ceb50602-8ec... Inactive

logon.. | Reesh |

ok | cened | sy |
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Path Load-balancing and fail-over are configured here. During the target logon process, multiple
paths can be configured by selecting different combinations of source and target IP addresses.
After all the paths have been selected, the desired load-balancing or fail-over behavior can be
configured. This behavior must be assigned for the session and the individual targets.

In this example, three paths have been specified for this target as shown by selecting “Details”
from the targets window. For even load-balancing, select “Round Robin” for the session
connections load balance policy.

Sessions |Devices | Properties | Connections I
This target has the following sessions: Load Balance Paolicy:
Idetiﬁer | Round Robin j
(] adfoce4c478-40 0 Fail Over Onl
D fffffadf9c64c478-40000 13700000003 e e
Round Robin With Subset
D fffffadfaco4c473-40000 13700000004 Least Queue Depth
Weighted Paths
Log off... Refresh
This session has the following connections
[~ Session Properties Source Portal | Target Portal | Status | Type | weight | ¢
Target Portal Group: 1 192,168,0,11.,. 192,168.0.1... Conne... Active nfa a
Status: Connected
Connection Count: 1
—Session Connections
o 1 | »
To configure how the connections within
this session are load balanced, dick Connections |
Connections. Add | Remove | Edit. .. |

oK I Cancel | Apply | OK I Cancel | Apply |

For the target multi-pathing configuration, select the “Devices” tab from the targets window, then
select “Advanced” to get to the MPIO selection tab. Select the load balance policy for each
device.

Target Properties | Device Details x|

Sessions Devices I Properties | General MPIO I
These are the devices exposed by iISCSI sessions to the target. Click Load Balance Policy :
Advanced to view information about the device and configure the
multipath policy. Round Robin j
Fail Over Onl
Devices: Round Robin With Subset
- Least Queue Depth
Device Na.me : : | MPIL_IJ Capable - Weighted Paths
MSFT  Virtual HD  SCSI Disk Device Multi-Path Support Least Blocks
MSFT  Virtual HD SCSI Disk Device Multi-Path Support
MSFT  Virtual HD SCSI Disk Device Multi-Path Support
MSFT  Virtual HD SCSI Disk Device Multi-Path Support ) i ) ;
MSFT VirtuslHD  SCSIDisk Device Multi-Path Suppart This device has the following paths:
MSFT  Virtual HD  SCSI Disk Device Multi-Path Support | Pathld | sStatus | Type | weight | session D
MSFT U!rb_lal HD SCSI D!sk Dev!ce Mulh_-Pth Support 0x770%... Conne... Active nia Ffffadfacs4c478-40000
MSFT U!rb_lal HD SCSI D!sk Dev!ce Mulh_-Pth Support 0x7704... Conne... Active nia FiFffadfacs4ca78-40000
MSFT U!rb_lal HD  SCsI D!sk Dev!ce Mulh_-Pth Support 0%7704... Conne... Active nia FFffadfacE4c473-40000
MSFT  Wirtual HD  SCSI Disk Device Multi-Path Support
MSFT  Wirtual HD  SCSI Disk Device Multi-Path Support |
RACCT Vi =] LMy T Miale Mimsime Bl Pimde ©immme
i I 2
«I o
Details | Edit... |

O Cancel apply | Ok I Cancel | Apply |
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Persistent Targets Tab
Targets can be configured to be persistent, x|

which means that the connection to the General | Discovery | Targets ~Persistent Targets IBound Volumes,Devices |
target is automatically restored when the - Descrption

system reboots. If the targets are configured You can make targets persistent by selecting the check bax

to be persistent, they appear in this dialog e S

box.

if a target is persistent, the initigtor will attempt to reconnect to it each
lime the computer is reboated.

Select a target:

Mame |

Detailz... | Bemove | Refrash |

ok | canea | oy |

Bound Volumes Tab

If a host service or application depends on the availability of an iISCSI volume, it should be
“bound” so that the iISCSI service includes each “bound” volume as part of its initialization.

iSCSI Initiator Properties x|

General | Disco\rery' Targets | Persistent Targets Bound Violumes/Devices

— Description

The iSCS| inttiator service will not complete inttialization until all
persistently bound volumes and devices are available to the computer.

If & service or application uses an iSCS1 volume and.or device then
that volume and//or device should be persistentty bound so that it wil
be available when the service or application is stated by Windows.

In addition to persistently binding the volume and /or device, the target
must also have been added as a persistent target by selecting
" Automatically restore this connection” in the Logon to Target dialog.

Volume,/Mount Point/Device |

Ad | Remove | BrdAl | Cear |

ok | cenea | s |
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Security for iISCSI

Security for iISCSI includes some security features in the iISCSI layer itself, separate from any
security layers that may be present in the lower TCP, IP, and Ethernet layers. The iSCSI
security features can be enabled or disabled, as desired.

Each environment will need to address the issue of running storage traffic over the same
network as the “public” LAN. Many will address this by running iSCSI storage traffic over a
separate network or VLAN, which is the recommended best practice from Microsoft for
applications using iSCSI storage. The items listed below are features of iISCSI which can
provide increased security even if the iSCSI traffic is on a separate network.

The Microsoft iISCSI initiator uses Challenge Handshake Authentication Protocol (CHAP) to
verify the identity of iISCSI host systems that are attempting to access storage targets. Using
CHAP, the iSCSl initiator and iSCSI target share a predefined secret. The initiator combines the
secret with other information into a value and calculates a one-way hash using MD5. The hash
value is transmitted to the target. The target computes a one-way hash of its shared secret and
other information. If the hash values match, the initiator is authenticated. The other information
includes an ID value that is increased with each CHAP dialog to protect against replay attacks.
Mutual CHAP is supported.

CHAP is generally regarded as more secure than PAP. More information is available on CHAP
and PAP in RFC1334.

IPSec is also available for iISCSI. If IPSec is enabled, all IP packets sent during data transfers
are encrypted and authenticated. A common key is set on all IP portals, allowing all peers to
authenticate each other and negotiate packet encryption.

The Microsoft iISCSI initiator can be configured with the CHAP secret by clicking the “Secret”
button from the “General” tab of the iISCSI initiator.

iSCSI Initiator Properties |

|| Discoveryl Targets I Persistert Targets | Bound Volumes,/Devices I

The i5C5| protocol uses the following information to uniquely
idertify this initiator and authenticate targets.

Inttigtor Mode Name: ign.1991-05.com microsoft :dmrtk-srvr-a2
CHAP Secret Setup |
The secret allows the initiator to authenticate targets when performing
L ) mutual CHAP, Targets must also be configured with this initiator secret.
To rename the inttiator node, click Change. Change...

To authenticate targets using CHAF, click Secret to Enter a gecure secret:

specify a CHAP secret. Secret

Reset | Ok I Cancel

To configure IPSec Tunnel Mode addresses, click

Tunnel. Tunnel

(il

oK Cancel Apply

N
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Microsoft Application Deployments for iSCSI

Microsoft Cluster Server

Microsoft Cluster Server (MSCS) supports the use of iISCSI connected disks as shared storage.
Before creating the cluster, the storage that will be shared among the cluster nodes, including
the quorum disk must be available. The volumes that will be shared by the cluster must be
created on the iISCSI target and made available to the first node (iISCSI initiator) of the cluster.
After the cluster is created, the iISCSI target should be configured to allow the other nodes of the
cluster to access the same volumes as the first node.

Pre-Cluster Network Preparation

Microsoft clusters require at least one network interface configured with a static IP address on
each node of the cluster for cluster communication. The cluster nodes also need at least one
separate network interface to communicate to the clients on the LAN. Consult the Related Links
section of this document for additional information on Microsoft Clusters.

Target Pre-Cluster Preparation Tasks

The volumes are created and associated with the iISCSI target that is mapped to the first node
of the cluster. In the following example, the HP StorageWorks 1200 All-in-One was used for the
iISCSI target storage for the cluster, which uses virtual disks for the volumes.

Create ¥irtual Disk Wizard x|

Welcome to the Create Virtual
Disk Wizard

Thig wizard helps you create a virtual disk on an i5C5I
subsystem.

“r'ou can partition and format & wirtual disk just as you would a

hard disk. The vitual disk iz accessible over a TCP/P
ik,

To continue, click Mext.

<Brevious [ Cancel

Create the virtual disk for the volume that will be used as the quorum disk.
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File
You cah create a virtual disk using a new file.

prquorum_disk. whd

Create ¥irtual Disk Wizard

Size
Specify how much space on the volume to uge for the virtual digk.

10000

Create ¥irtual Disk Wizard

Description
A description helps identify the virtual disk.

Cluster Cuorum

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform
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Create ¥irtual Disk Wizard x|

Access
Specify the iSCS| targets that you want to be able to access the virtual disk. If pou
want bo provide access to a cluster environment or & SAN file system, specify each

target name.

Targets that can access this virtual disk:

T ar etNamel Description
iHP-Target-011505] target for host 1

<Erevious| Mexst» I Cancel

ate ¥irtual Disk Wizard x|

Completing the Create Virtual

‘—é&b Disk Wizard

You have successhully completed the Create Virtual Disk
Wizard

To close this wizard and create the vitual disk, click Finish.

Cancel

<Previous
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SCSITarget - [Microsoft iSCSI Software Target',iSCSI Targets'HP-Target-01] = | Ellil

File Action ‘“iew Help
&= | B0 ER B2 m

gf;' Microsoft iSCSI Software Target | WELE ETTT

= SCSI Targets
il H Virtual Disk Index | Des: Size: Skatus LUM
@) Hp-Target-0z |=] wirtual Disk 0 10056 disk for application & on host 1 97,66 GB Idle LUM O
&3 Devices Wirtual Disk. 1 Cluster Quorum Disk 9.77 GB Idle LUN 1

Other virtual disk volumes are created for applications that will use the cluster.

CSITarget - [Microsoft iSCSI Software Target'Devices] = 5'

Fle Artion ‘Wiew Help

= | BE B @E| 5B

53] Targets N N . "
Virtual Disk Index | Description Size Skatus | Access B

8 HP-Target-01
B Hp-Target-02 |Z] virtual Disk 0 100GE disk for application Aon host 1 97.66 GE  Idle HP-Target-01

]

=3 [Devices C Lorum 56 HP-Target-01
B snapshots irtual Disk 2 100GE disk for application Conhost 2 97.66 GB - Idle HP-Target-02
Wirtual Disk 3 Exchange Server Data 100GE 97.66 GB Idle HP-Target-01
Virtual Disk 4 Exchange Server Logs S0GE 45.63GE  Idle HP-Target-01
Virtual Disk 5 SQL Server Data 200GE 195,31 GB  Idle HP-Target-01
Virtual Disk 6 SQL Server Index SOGE 45.63GE  Idle HP-Target-01

9 System [C:]
f 30.00 GB MTFS [System]
3%.%5[:‘]8 Free space: 23.76 GB

= DON'T ERASE
s § 5.00 GB NTFS
5.00 GB

=) HP-Vol 01 [P:)
R 1.34 TB NTFS
?;ké Free space: 780.38 GB

Disk free space; 780,35 GB.

After the volumes are created, the second node is added to the iSCSI initiator list for the target.
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HP-Target-01 Properties 2 x|
General iSCS! Intiators |Authentication| Witual Disks | Advanced |

The target uses the initiator's ISCS] Qualified Name (IBM] to identify the
initiator. The DMS domain name, IP address, MAC address. or an additional
IGM can also be used.

Identifiers:

Method | Walue
10N ign. 1997 -05.com. microsoft:dmrtk-srvi-a2 headquarters. demartek
Heg] g, 19971 -05. com. microgoft: dmrtk-srer-be. headquarters, demartek

4| | B

agd. | Ed. | Deke |

ak I Cancel | Apply |

Because cluster nodes must be members of a domain, the full domain identifiers are added to
the list of iISCSI initiators.

Cluster Creation Tasks

Once the storage is available for the cluster, the storage must be activated on the first node,
and then the cluster itself can be created.

Disks 3 through 8 are volumes on the iISCSI target storage system. These disks are activated
via Disk Manager on the first node, and then formatted in the standard fashion.
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lsix
=) Ele Acton View Window Help |_ a8 5||
_ |

[ =) Computer Management (Local) Volume [ Layout | Type [ File System [ Status | Copacty | FreeSpace | %Free | Fauit Tolerance [ Overhead |
- System Tools =a201(F) Partition Basic NTFS Healthy (Baot) 781368 7260GB  92% Mo 0%
Event Viewer S Cluster-Quorum (Q:) Partiton Basic NTFS Healthy 9,75 GB 9.71GB 92%  No 0%
g Shared Folders SIDATA (D) Partiton Basic NTFS Healthy 143.04G8  73.68GB 49% Mo 0%
Local Users and Groups (SDExchange_Dats (v:) Partiton  Basic NTFS Healthy 97.65GB $7.53 GB 9% No 0%
g performance Logs and Alert |z, oanne | og () Partition Basic NTFS Healthy 48.8268B  48.75G8 9%  No 0%
& &3sie Device Manager SIHp-vol-01 (H:) Partiton  Basic NTFS Healthy 97.6568  97.58GB  98% Mo 0%
e r:gfmvame storane =IsqL_Server Data(S:)  Partiton Basic NTFS Healthy 1953168 195.24GB  93% No 0%
i Deﬁagment; =IsQL_Server_Log(T)  Partifon  Basic NTFS Healthy 48.82GB  48.75GB 9%  No 0%
£l ik Management =xp-32 () Partition Basic NTFS Healthy (System) 781368 23.53GB 0% Mo 0%
8 Services and Appications =xp-64 (1) Partition Basic NTFS Healthy 781368 65.44GB  83% Mo 0%
Hpisk 0
Basic XP-32 (C)
298.09 GB 78.13 GB NTFS 219.95 GB
Online Healthy (System) Unallocated
SHpisk 1
sic DATA (D3)
143.04GB 149.04 GB NTFS
Online Healthy
sk 2
sic XP-64 (E:) A2-01 (F)
258,08 GB 78,13 GB NTFS 78,13 GB NTFS 14L82GB
Online Healthy Healthy (Boot) Free space
“Ppisk 3 I
sic HP-Vol-01 (H:)
§7.65 GB 57.65 GB NTFS
Online Healthy
<Hpisk 4
Basic Cluster-Quorum (Q:)
9.75 GB 9.76 GB NTFS
Online Healthy
sk 5
asic Exchange_Data (V:
§7.65GB 57,65 GE NTFS
Online Healthy
“Ppisk 6 I
Basic Exchange_Log (W:)
43.82GB 43,82 GE NTFS
Online Healthy
sk 7
Basic L_Server_Data (5:)
185.31 68 135,31 GB NTFS
Online Healthy
HDisk & —
Basic SQL_Server_Log
48.82GB 43,82 GB NTF!
Online Healthy
Zico-Rom 0
il | »| | M Unallocated |l Primry parttion Ji] Bxtended parition [i Fres space [l Logical drive

The Cluster Administrator wizard is used to create the cluster and assign the resources, and is
launched on the first node.

Open Connection to Cluster

Artion:

2]

Lluster or server name;

o]

j Browse,.. |

Cancel |
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New Server Cluster Wizard x|

Welcome to the New Server
Cluster Wizard

This wizard helps you create a new server cluster. Using this
wizand, you specify the computer that will be the first node in
the cluster. After you finish the wizard, you can add additional
nodes by using Cluster Administrator.

This wizard requires that you provide the following information:
- The cluster's domain
- A cluster name that is unique in the domain
- The name of the first computerto be added to the cluster
- A static IP address
- Logon information for a user accourt in the domain for the
cluster service account

To continue, click Next.

Cancel

The cluster name is given to the cluster.

x
Cluster Name and Domain ?
Specify the name of the new server cluster and the domain in which it will be G Q
created. .

Select ortype the name of the domain in which the cluster will be created. Only
computers in this domain can be members of the cluster.

Domaini:
headquarters.demartek.com j

Type a cluster name that is unique in the domain.
This must be a valid computer name.

Cluster name:

iscsi-cluster

=

ext = Cancel

< Back

The first node of the cluster is identified. The first node name is “dmrtk-srvr-a2”.
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Select Computer

The computer must be a member of the domain you specified.

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

X

Erter the name of the computer that will be the first node in the new cluster.

Computer name:

dmitkc-srvr-a2 Browse... |

= Back Mead >

Cancel

The cluster wizard performs its initial analysis of the node, the network, and the storage.

New Server Cluster Wizard
Analyzing Configuration
Flease wait while the wizard determines the cluster configuration.

+ Checking for existing cluster

+' Establishing node connection(s)

+ Checking node feasibility

Finding commeon resources on nodes
+' Checking cluster feasibility

EEEHEHE

Tasks completed.

View Log... | Details... | Be-analyze |

Click Mext to continue. Click Back to change the configuration.

< Back Mext >

Cancel |

The cluster IP address is given.
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New Server Cluster Wizard x|

IP Address g
Erter an P address that cluster management tools will use to connect to the G ?
cluster. =
IP Address:

192168 . 0 . &0

< Back Mext > Cancel

The cluster service domain account is provided.

New Server Cluster Wizard |

Cluster Service Account g
Enter login information for the domain account under which the cluster service wil G 8
be run.

User name: IAcIministla‘tor

Password: Io.oooo

Domain: Iheadquarters.demartek.com j

@ This account will be given local administrative rights on all nodes of this cluster to allow
for proper operation.

< Back et > Cancel

34



Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

New Server Cluster Wizard x|

Proposed Cluster Configuration g
Verify that you wart to create a cluster with the following configuration. G

Cluster name: -
iscsi-cluster headquarters demartek.com

Cluster IP address:
192.168.0.60"255.255.255.0

Cluster networlk:
Local Area Connection 3 - Private and Public
Marvell Yukon 88E8062 PCI-E IPM| Gigabit Ethemet Controller
Primary Address: 192.168.0.116 \ 255.255.255.0

Cluster service account credentials:
Name:Administrator ﬂ

Passwoird-

Quorum... | ‘i‘lewLog...l

To create a cluster with this configuration, click MNeod.

Cancel I

The cluster wizard performs its final analysis.

New Server Cluster Wizard x|

Creating the Cluster g
Flease wait while the cluster is configured. ] ?

nfigure cluster services
nfigure resource types
rfigure resources

al
Co
Col
Col

HEEBEE

Tasks completed.

View Log... | Details... | Hetry I

< Back Neat > Cancel |
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New Server Cluster Wizard x|

Completing the New Server
Cluster Wizard

You have successfully completed the New Server Cluster
Wizard.

View Log... |

To close this wizard, click Finish.

< Back Cancel

The Cluster Administrator has the first node of the cluster.

% Cluster Administrator - ISCSI-CLUSTER (iscsi-cluster.headquarters.demartek.com) =] 3]
File View Window Help

@] o[a] > 2

=101

D Groups
Cluster Group (CJResources
Group 0 [Cdcluster Configuration

Growp 1 @JOMRTK-SRVR-AZ  Up
Group 2

Group 3
Group 4
(1] Resources
=+ Cluster Configuration
[:l Resource Types
B0 Networks
B Local Area Connectior
{27 Metwork Interfaces
=) DMRTK-SRVR-A2
D Active Groups
D Active Resources
{27 Metwork Interfaces

For Help, press F1 l_ v

The next step is to add another node to the cluster.
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X
Welcome to the Add Nodes
Wizard
This wizard helps you add additional nodes to an existing
server cluster. Using this wizard. you specify the computers
that will be added to a cluster. You can add one computer at
atime, or you can add muttiple computers at the same time.
This wizard requires that you provide the following information:
- The names of the computers to be added to the cluster
- The password for the cluster service account
To continue, click Next
< Back Cancel
M 13 ”
The second node is “dmrtk-srvr-b2”.
x
The computers must be @ member of the domain you specified. g
Erter the names of the computers that will be added to the cluster
Computer name: DMRTK-SRVR-B2 Browse |
Selected computers: Add I
Femaove |
Advanced |
(= Cancel
1I
The computers must be a member of the domain you specified. g

Enter the names of the computers that will be added to the cluster.

Computer name: Browse

Selected computers: [DMATK-SRVR-B2

i

Remove

Al

Advanced

< Back

Cancel

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

The wizard performs its initial analysis of the second node.
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Add Nodes Wizard x|

Analyzing Configuration Q
Flease wait while the wizand determines the cluster configurstion ] g

' Checking for existing cluster

& Establishing node connection(s)

~ Checking node feasibility

&, Finding common resources on nodes
+ Checking cluster feasibility

HEEEEHE

Tasks completed

View Log | Details... | Ee-anal)'zel

Click Mext to continue. Click Back to change the configuration.

< Back

Add Nodes Wizard x|

Proposed Cluster Configuration Q
Werify that you want to add nodes to a dluster with the following configuration ] g
Cluster name: -

ISCSI-CLUSTER headquarters demartek com

Cluster |P address:
192.168.0.60"255.255.255.0

Cluster network
Local Area Connection 3 - Private and Public

Primary Address: 192.168.0.116 1 255.265 2650

Cluster service account credentials:
Name :Administrator LI

Password
View Log... |

To add nodes to a cluster with this configuration. click Next.

< Back Cancel |

Add Nodes Wizard x|

Adding Nodes to the Cluster Q
Please wait while the cluster is configured ] g

+ Configure cluster services
~ Configure resource types
+ Configure resources

Tasks completed

View Log... | Details... | Betny |

< Back Mext > Cancel |

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform
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Add Nodes Wi x|

Completing the Add Nodes
Wizard

You have successfully completed the Add Nodes Wizard.

View Log |

To close this wizard, click Finish.

< Back Cancel

The Cluster Administrator now has the second node.

B5 Cluster Administrator - 1SCSI-CLUSTER (iscsi-cluster.headquarters.demartek.com) - | Dlll
File View Window Help

Sl xl=| B

S5 ISCSI-CLUSTER (iscsi-cluster.headquarters.demartek.com) = | Ellil

Name State Description
=-{_] Groups ([ eroups
= Cluster Group (CAresources

Group 0
Group 1
Group 2
Group 3
=iij Group 4
(1] Resources
=+ Cluster Configuration

{1 Resource Types
- Metworks

% Local Area Connectior

{21 MNetwork Interfaces
DMRTK-SRVR-A2
{23 Active Groups
{1 Active Resources
{20 Metwork Interfaces
MRTK-SRVR-B2
-3 Active Groups
{1 Active Resources
{11 Metwork Interfaces

(Cdcluster Configuration
BHOMRTK-SRVR-AZ  Up
mE DMRTK-SRYR-B2 Up

4 | ]

For Help, press F1 ’7 v

The cluster groups are displayed.
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=lox|

g [m[ 3]

E"‘ ISCSI-CLUSTER MName State Owner Description

=& @Cluster Group Online DMRTK-SRVR-AZ

luster Group EMGroup 0 orline DMRTK-SRVR-A2

Group 1 Online DMRTK-SRVR-AZ Exchange Data storage
£Lo8 Mroup 2 orline DMRTK-SRVR-A2 Exchange Log data
LIS croup 3 Orline DMRTK-SRVR-A2 SQL Server Data

Group 4 Online DMRTK-SRVR-AZ SQL Server log

D Resources
-3 Cluster Configuration
D Resource Types
B Metworks
% Local Area Connectior
{27 Metwork Interfaces
=) DMRTK-SRYR-A2
D Active Groups
D Active Resources
{27 Metwork Interfaces
=-@p] DMRTK-SRVR-B2
D Active Groups
D Active Resources
{27 Metwork Interfaces

| | &

For Help, press F1 l_ v

The groups can be assigned to the other node, as needed. Groups 3 and 4 are moved to the
other node, as in a fail-over scenario. This storage is now visible to the second node, and no
longer visible to the first node. The Disk Manager view below is from the first node after moving
the resources to the second node. Notice that disks 7 and 8 are not accessible to the first node.
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O Computer Management =& x|
=) Fle Acton Vew Window Help ‘ _18] %]
&5 BEBXEEe

[ Computer Management (Local)

iy System Tadls

{2 Event viewer
Shared Folders

E Local Users and Groups
Performance Logs and Alert

i g Device Manager

£ Storage
& Removable Storage
@ Disk Defragmenter

[ Capacity | Free Space | %Free | Fault Tolerance | Overhead |

84 services and Application:

« | #]

Volume [ tayout [ Type [ Fie System [ Status
=201 F) Partition  Basic Healthy (Boot) ~ 78.13GB  72.60GB  92% Mo 0%
(SCluster-Quorum () Partition Basic NTFS Healthy 976G8 97168 9% Mo 0%
SIDATA (D) Partiion Basic NTFS Healthy 149.04G8 73.68GB 9% Mo 0%
(SdExchange Data (V)  Partition Basic NTFS Healthy 97.65GB  97.59GB 9% Mo 0%
Sdexchange_Log (W:)  Partition Basic NTFS Healthy 48.82G8 467568  93% Mo 0%
SIHP-vol-01 (H:) Partition Basic NTFS Healthy 97.65G8 S7.59GB  93% Mo 0%
=hp-32(C) Partiion  Basic NTFS Healthy (System) 78.13GB  23.53GB 0% Mo 0%
B Partion Basic NTFS Heslthy 75.13GB  65.44GB  83% Mo 0%
“PDisk 1

Basic DATA (D:)

149,04 GB 149.04 GB NTFS

Online Healthy

“PDisk 2

Basic XP-64 (E) A2-01 (F:)

298.08GB 78.13 GB NTFS 75,13 GE NTFS 141,82 GB
Online Healthy Healthy (Boat) Free space
ZPDisk 3 |
Basic HP-Vol-01 (H:)

97.65GB 97.65 GB NTFS

Onling Healthy

“Ppisk 4

Basic Cluster-Quorum (Q:)

9.76 GB 9.76 GB NTFS

Online: Healthy

EPDisk 5 |
Basic Exchange_Data (v:)

97.65GB 97.55 GB NTFS

Online Healthy

ZPDisk 6

Basic Exchange_Log (W:)

48.82GB 43,82 GB NTFS

Online: Healthy

aDisk 7

Unknown

195.31G8 195,31 GB

Unreadable Unalocated

aHDisk 8

Unknown

48.83GB 45,83 GB

Unreadable Unalocated

<=cp-ROM 0

DVD (K2}

o Media

W Unaliocatcd W Primary parttion il Extended parttion [ Free space Il Logical dive

[«l

The cluster is now ready for applications and data.
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Microsoft Office SharePoint Server 2007

Microsoft Office SharePoint Server 2007 supports the use of iISCSI connected disks as storage
for the SharePoint Server and its associated data files.

For this installation, the disk drive letters “N”, “S” and “T” are all iSCSI target volumes allocated
to server DMRTK-SRVR-B2, which is running Microsoft Windows Server 2003 R2 Enterprise
x64 Edition. The iSCSI target volumes were created in the standard fashion described in other
sections of this document.

L] computer Management - 10l 1

g File Acton Wew Window Help |;|i|l|
- | @@ 2|
E Computer Management (Local) Volume | Layout | Type | File System | Status | Capadity | Free Space | % Free | Fault Tolerance | Overh&l_
Em System Tools =D application-C (M:) Partiton Basic NTFS Healthy 97.65GB  97.52GB 99 9% Mo 0%
@ Event Viewer SIB2-01(C:) Partiton Basic NTFS Healthy (System) 78.13GB  59.22GB 75 % Mo 0%
% Shared Folders ED5QL_Server_Data (5:) Partion Basic NTFS Healthy 19531GB 191,18GB 97% Mo 0%
Local Users and Groups EJsqL_Server_Log (T:) Partiton Basic NTFS Healthy 48.82GB 44.43GB  91% Mo 0%
Performance Logs and Alert:
Device Manager J
[—:I& Storage
l':%‘ Removable Storage BE_DEI‘G ”—
K asic B2-01 (C:
Dfi Defragmenter 298.09 GB 78.13 GB NTFS 213.95 GB
ged Disk Management Online Healthy (System) Unallocated
[]--@ Services and Applications
&PDisk 1 I —
Basic
298.09 GB 298,09 GB
Online Unallocatad
EPpisk 2
Basic Application-C (N:)
97.65GB 97.65 GB NTFS
Online Healthy
ZPDisk 3
Basic SQL_Server_Data (S:)
195.31GB 195,31 GB NTFS
Online Healthy
EPpisk 4
Basic SQL_Server_Log (T:)
48.82GB 48,82 GB NTFS
Online Healthy
2/CD-ROM 0
DvD (D:)
No Media
4| | _,I B Unaliocated W Primary partition
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SharePoint Deployment

The installation wizard prompts steps through the installation with minimal interaction from the
user.

icrosoft Office SharePoint Server 2007

il Microsoft Office SharePoint Server 2007

\(_%J Choose the installation you want

To continue you must accept the terms of this agreement, If you do ot want to accept the Microsoft Please choose your preferred type of Mirosoft Office SharePoint Server 2007 instaliation below:
Software License Terms, dose this window to cancel the installation.

IPLEASE NOTE: -

_ Install single server standalone using default settings.
2007 MICROSOFT OFFICE SYSTEM SERVER SOFTWARE

IYour use of this software is subject to the 2007 Microsoft Office System Server Software terms and
conditions of your volume license agreement. You may not use this software if you are not a volume:
license customer or if you have not acquired 2 license for the software under your volume license 5 Grrime s Tl T R s e e R
iagreement. Advanced

IMICROSOFT WINDOWS SHAREPOINT SERVICES (WSS) VERSION 3 FOR MICROSOFT WINDOWS
[SERVER 2003

Your use of this software is subject to the following license terms:

[MICROSOFT SOFTWARE SUPPLEMENTAL LICENSE TERMS

MICROSOFT WINDOWS SHAREPOINT SERVICES (WSS) VERSION 3 FOR MICROSOFT WINDOWS

SERVER 2003

Microsoft Corporation (or based an where yau live, one of its affiiates) licenses this supplement to

Iyou. I you are licensed to use Microsoft Windows Server 2003, Standard Edition, Enterprise Edition,
IDatacenter Edition or Web Edition (ach edition, the “software”), you may use this supplement. You

imay not use it if you do not have a license for the software. You may use a copy of this supplement

iwith each valicly licensed copy of the software.

These terms and the license terms for the software apply to your use of the supplement, If thereis a
jconfict, these supplemental license terms apply. =l

[¥ { accept the terms of this agreement!

Continue

The Advanced installation option is chosen so that the iISCSI target device, drive letter “N”, can
be used for the location of all the SharePoint programs and data. A stand-alone deployment will
be performed.

icrosoft Office SharePoint Server 2007

osoft Office SharePoint Server 2007

Server Type | File Location | Feedback | Server Type  Fle Location | Feedback |
~ -~ .
( .j Server Type ‘(j J Choose a file location
Select the type of installation you want to install on the server. Microsoft Office SharePoint Server 2007 will be installed on your computer. To instal this product in
a different location, dick Browse, and then select the location.
" Complete — Install all components. Can add servers to form a SharePoint farm,
£ Web Front End — Only install components required to render content to users. Can add servers [NeiSharepoint —
to form a SharePoint farm. =
£ Stand slone  Install al components on & single machine (indudes SGL Server 2005 Express §
Edition). Cannot add to create a SharePoint farm, H
oo Rk exklbesret Sl =N e R i 1f youintend to use this computer as a search server, the search index files will be stored on the
local hard drive. These fles can be very large, so ensure that there is sufficient free space on the
selected drive. To change where Microsaft Gffice SharePoint Server 2007 wil store its search index
fles, dick Browse, and then select the location.
[n:\searches Browse...
Instal Now Instal Now

Microsoft Office SharePoint Server 2007

[V Run the SharePont Products and Technologies Configuration Vilzard now.
To complete configuration of your server, you must run the Microsoft Office SharePoint Server 2007 Configuration
Wizard,
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When the installation wizard completes, the SharePoint configuration wizard is launched.

harePoint Products and Technologies Configuration Wizard Products and Technologies Configuration Wizard

Welcome to SharePoint Products and Technologies Configuration Successful

This wizard vill configure SharePaint Products and Technologes.

Click Next to continue or Cancel to exit the wizard. To run the wizard again, dlick on the Start Menu shortcut.

ClickFini iswizard and navigatetoth Fointweb Applicati Intemet
Explorer usersmay beprompted fora usernamein the form DOMAIN\User_Name and password to access
the site. Atthat prompt, enterth ials t tologon tothi ster. Add this site tothe list
oftrusted siteswhen prompted.

After the configuration wizard finishes, the SharePoint default home page is displayed and
SharePoint is ready to use.

/2 Home - Windows Internet Explorer _I_I- jm] ﬁl
@ﬁ; - IE} http: fjdmrtk-srvr-b2/Pages /Default.aspx j |§| |z| ILive Search |,ﬂ v|

File Edit Wiew Favorites Tools Help

W & @ home | | f - B) - i - |rpage - ook - 7

Home Welcome DMRTK-SRVR-B2\administrator = | My Site | My Links = | ;I
ﬁ Home | 2l sites =l [ 2] advanced search
E Document Center  Mews ~ | Reports | Search | Sites Site Actions ~
view All Site Content Home
Document Center . Ineed to... M
Welcome to Microsoft® Office -
e SharePoint® Server 2007 [Choose task |
= Sample News Artide
= News Archive Get started with the new version of Microsoft Office Employee Lookup M
Reports SharePoint Server 2007: | |,O|
— Site and Content Business Solutions Top Sites i
Sites Management (requires Enterprise
5] e Bi = Create new pages, License)
12 Recycle Bin sites , and lists = Create key performance
= Add users to indicators and reports
"Members" group to = View an Excel workbook
edit pages through the Excel Web
. Create a personal Access Web Part
site by dicking "My = Deploy an InfoPath form to
Site”™ a Document Library

Search over sites,
documents, and
people

Hews

= Sample Link 1
= Sample Link 2
= Sample Link 3

[T T T [ mstedsites
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Microsoft Exchange Server 2007

Microsoft Exchange Server 2007 can be deployed using an iSCSI storage solution. The basic
requirements for storage for Exchange Server 2007 are that there is enough capacity,
acceptable disk latency and response time, and enough disk throughput to meet service level
agreements. The disk storage must be formatted using NTFS. Due to its 64-bit nature,
increases in database cache and other improvements, transactional I/O requirements for
Exchange Server 2007 have been reduced from previous releases.

Unlike previous versions of Exchange Server, network-attached storage is not supported in
Exchange Server 2007. The only network-based storage transports supported for Exchange
Server 2007 are iSCSI and Fibre Channel. In Microsoft test labs, iSCSI has been proven as a
capable storage transport for Exchange Server. When high throughput is required, Microsoft
recommends multiple network adapters and the use of MPIO.

Microsoft provides detailed deployment guides for Exchange Server 2007. These deployment
guides include a major chapter on the planning of disk storage for Exchange Server and cover a
variety of topics including storage capacity, storage technology, RAID selection, LUN sizes,
storage validation (i.e. Jetstress), and more. These deployment guides are available at:
http://www.microsoft.com/exchange. In addition, Microsoft has created the Exchange Solution
Reviewed Program — Storage (ESRP), which is a Microsoft Exchange Server program designed
to facilitate third-party storage testing and solution publishing for Exchange Server. Details
about ESRP are available at: http://technet.microsoft.com/en-us/exchange/bb412164.aspx.

Prerequisites for Deployment
The following steps were completed on the server before installing Exchange Server 2007:

All updates applied to Windows 2003 Server R2 Enterprise x64 Edition
Domain controller functional level raised to Windows Server 2003 level
Server DMRTK-SRVR-B2 joined the DEMARTEK domain

Microsoft .NET Framework 2.0 installed on server

Microsoft .NET Framework 2.0 x64 HotFix KB926776 applied
Microsoft Windows PowerShell installed

iISCSI targets logged on as volumes “M” and “N”

Exchange Server 2007 Deployment

Exchange Server 2007 provides a wizard to perform the installation.

Plan

Read about Microsoft Exchange Server 2007
‘ cﬂ g
| U) Step 4 Install Microsaft Exchange

Step 5: Get Critical Updates for Microsoft Exchange

Enhance
Microsaft Exchange Server enables users to
nd and receive e-mail, schedule mestings, Read about Microsoft Exchange Hosted Services
receive Faxes, an d receive voice ma I.
Read about Mirosoft Forefront™ Security for Exchange Server

Install Forefront Security for Exchange Server

Microsoft
Exchange Server 2007
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Steps 1, 2 and 3 had already been completed before the Exchange Server 2007 installation
began. The wizard was launched, license agreement reviewed and installation choices made.

c Exchange Server 2007 Setu
L 9 P
O Introduction Introduction
. Welcome to Microsoft Exchange Server 2007! Microsoft Exchange Server is the industry’s
- EERbaEEET leading server for e-mail, calendaring. and unified messaging. Bxchange Server 2007 helps
| Emor Reporting you manage a reliable messaging system with buitt4n protection against spam and vinuses,
Installation T while providing people throughout your organization with amywhere access to e-mail, voice
- Installation Type mail, calendars, and contacts from a wide variety of devices.
J Readiness Checks
This wizard will guide you through the installation of Microsoft Exchange Server 2007.
| Progress
| Completion
r 1
(/1 Exchange Server 2007 Setu
(A : -
B Introduction License Agreement
5 Tainstall Microsoft Exchange Server 2007, you must accept the terms of the end-user
0 License Agreemen license agreement. Please read the following agreement carefully. Use the scroll bar or
| Emor Reporting press the PAGE DOWN key to view the rest of the text. During the installation process.
. Exchange Server 2007 will contact a server at Microsoft to check for updates to the setup
J Installation Type i
- Readiness Checks i‘
1 Progress MICROSOFT SOFTWARE LICENSE
| Completion TERMS
MICROSOFT EXCHANGE SERVER 2007
Help | S FNTFRPRTSF FDTTTNON_ STANDARD .

E/g Exchange Server 2007 Setup

1 Introduction Emror Reporting
I License Agreement We invite you to enable emor reporting to improve the quality, reliability, and performance of

Microsoft software and services.
[ Emor Reporting
. If you enable the emor reporting feature, Microsoft Exchange will automatically send emor
J Installation Type reports to Microsoft without bothering you. f an emor occurs, the server uses hitps to send
information to Micrasoft over an encrypted channel. This information is stored in facilities

| TR OEE with controlled access and is used only to improve Microsoft products. Emor reporting does

J Progress not intertionally collect any personal information such as e-mail address. However individual
emor reports may inadvertently contain personal information. While such information could

| Completion potentially be used to determine the identity of Microsoft Exchange Server users, f present,

Help | it will not be used.

When the emor reporting feature is enabled and the issue has a known solution, the server
will receive feedback from Microsoft. This feedback will contain a link to 2 Web page that
may help resolve the problem.

" Yes (Recommended)
“ .

Read more about emor reporting

Help < Back | Nex > Cancel
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A “typical” installation was performed. The Exchange Server will be installed in the default
location. The Exchange organization was given as “Demartek-Lab”. Outlook 2003 clients are
available in this environment, so the public folder database will be created.

cn Exchange Server 2007 Setu
(A = :
B Introduction Installation Type
I License Agreement Select the Exchange Server installation type:
I Emor Reporting I x F/g Typical Exchange Server Installation
[ nstaliation Type Y The following will be installed on this computer:
J Readiness Checks - Hub Transport server role
- Client Access server role
- Progress - Mailbox server role
~ Complation - Exchange Management Tools
- F” Custom Exchange Server Installation
L2 This option lets you select which of the following server roles you want to
install on this computer
_ - Hub Transport
- Client Access
- Mailbox: {with or without clustering)
- Unified Messaging
- Edge Transport
- Exchange Management Console
Specify the path for the Exchange Server installation:
IC:\F‘rcgElm Files“Microsoft\Exchange Server Browse... |
r 1
E/) Exchange Server 2007 Setup
Help | B Introduction Exchange Organization
B License Agreement Flease gpecify the name for this Exchange organization:
I Emor Reporting IDemartek-Lab
[ Installation Type
Exchange
o Organization
- Client Settings
- Readiness Checks
| Progress
| Completion
E/) Exchange Server 2007 Setup
1 Introduction Client Settings
B License Agreement Computers running Outlook 2003 and earier or Entourage require a public folder database
I Ermor Reporting to connect to Exchange 2007. I you select that you have computers running Outlook
2003 and earlier or Entourage in your organization, a public folder database will be created
1 Instaliation Type during setup. if you select that you do not have computers running Outlock 2003 and earlier
Exch or Entourage in your organization, setup will not create a public folder database. However,
ange you can enable Outlook 2003 and earlier or Entourage connectivity by creating a public
Help Organization folder database at amytime after setup completes.
[ Client Settings
Do you have any client computers running Outlook 2003 and eadier or Entourage in your
J Readiness Checks organization?
J Progress :
J Completion T No
Help <gack [ mes e
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After providing the data needed, the wizard performed the Readiness Checks then performed
the actual installation.

/3
E/) Exchange Server 2007 Setup
B Introduction Readiness Checks
I License Agreement The system and server will be checked to see whether Exchange is ready to be installed

Elapsed time: 00:00:16

B Emor Reporting Summary: 4 item(s). 4 succeeded, Dfailed.

[ Installation Type

& Organization Prerequisites Lf:jl -3
n Exchange
Organization Bapsed Time: 00:00:03
[ Cliert Settings T Hub Transport Role Prerequisites ‘:Q' £
[ Readiness Checks Hapsed Time: 00:00:02
J Progress - =
=4, Client Access Role Prerequisites (V] A
| Completion —

Eapsed Time: 00:00:02
i-ﬂ Mailbox Role Prerequisites EQ' -3

Eapsed Time: 00:00:02

Select Ctd+C to copy the contents of this page.

Help < Back | Install I Cancel

(/1 Exchange Server 2007 Setu
(PA] 9 P
B Introduction Completion
I License Agreement The following server roles have been successfully installed. To close the wizard, click
Finiish
B Eror Reporting Elapsed time: 00:38:21
[ Installation Type Successfully installed. No emors.
Exchange 4 Organization Preparation ‘:Q' Py
Organization
Eapsed Time: 00:15:10
[ Cliert Settings =
1 Readiness Checks & Copy Exchange Files (/] ES
I Progress Hapsed Time: 00:01:53
M Completion 41 Hub Transport Role @ E

Elapsed Time: 00:09:25

»

=2, Client Access Role (V]
Hapsed Time: 00:02:26

»

i Mailbox Role (V]
Hapsed Time: 00:05:21

Select Cir+C to copy the contents of this page.
¥ Finalize installation using the Exchange Management Consals.

Help < Back | Finish I Cancel
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Update Rollup 1 for Exchange Server 2007 was applied, and then the Exchange Server
Management Console was launched.

[ Exchange Management Console _ialx
Ele Action View Help

.
- @ 8= |

T3] Micrasoft Exchange T

Actions
2| Organization Configuration _
{55 Microsoft Excha -
3 server Configuration (/" it nge
43, Redpient Configuration l./) Exchange Server 2007 Finalize Deployment View »
38 Toalbox

£ Help

3 Al Exchange Servers 2

|»

(i) Enterthe Exchange Server Product Key
The product key is no longer entered during setup and is instead configured in the Exchange
Managemert Consols fter instal. Unti the product key s ertered the server will un in tnal mode
(i) Runthe Exchange Best Practices Analyzer

The Microsaft Exchange Best Practices Analyzer shouid be run proactively on production Exchange
servers after install and on = scheduied basis to deteming the overal health of thoss servers and
topalogy. The tool will identfy any items that do not adhere to Microsat best practices and will make
recommendations an chianges that should be appiied.

i, Mailbox ES
(i) Corfigure Offine Address Book (OAB) Distribution for Outlook 2007 Clierts
Outlook 2007 can take advantage of a new web-based distrbution method for Cffine Address Books
Offine Address Books must be corfigured to take advantage of the new distribution mechanism
(1) Corfigure Offine Address Book (OAB) distribution for Outiook 2003 and ealier dlierts
Offine Address Books may need to be configured for coexistence with Outiock 2003 and earfier

S, Client Access 2

(i) Corfigure SSL for your Cient Access server

An SSL certficate is required o your Clisnt Access serverin orderto sscure the channel between your
clients and your Exchange Server. F your network offloads SSL with an S5L accelerator or similar
device, you can skip this step.

(i) Corfigure Bxchangs ActiveSync

Exchangs 2007 AdtiveSync provides secure, ahways-p4o-date access to messaging frommoble
devices. ActiveSync must be corfigured for optimal performance

ub Transport FS

(i) Corfigure domains for which you will accept e-mail
You must create an accepted domain entry for each SMTF domain for which you wil accept e-mail

LS I .

=

Clicking the “Mailbox” item in the left panel revealed the details of the Exchange storage groups.

[# Exchange Management Console =] |
Fle Acton View Help

e » @@ 2w |
£ Miroach Sxchange Actions

Organization Configuration

= mMailbox -
- & server Configuration ¥ Create Fiter ar
i View >
Client Access llzme ~ I ficle |Vemon =
E B
e — S dmiticsrrb2 Hub Transport, Client Acce.. Version 8.0 (Buid 685.24) Refresh
Sl Unified Messaging 2 Help
2, Recipient Configuration
~{i Toobox =
dmrtk-srvr-b2
5 Manage Client Access Role
Manage Hub Transport Rele
New Storage Group...
. W4 Froperties
3 dmrtk-srvr-b2 %
Database Managemert Faret Storane Group
(% Move Storage Group Path...
Name | Database File Path | Status ]
B4 First St = New Mailbox Database...
3 Mailbox Database C:\Program Files\Microsoft\Exchange...  Mounted (7 New Public Folder Database...
1/ 15econd Storage Group ™ )
= Enable local cont licatio...
i Public Folder Database C:\Program Fies\Microsoft\Exchange...  Mounted G Enapie focal cantinuaus replicatio.

< Remove
Properties

B2 Hep
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A new storage group will be created on the iSCSI target devices. The logs will be placed on the
“M” volume and the data store will be on the “N” volume.

j New Storage Group

[ New Storage Group New Storage Group

(] Completion This wizard helps you create a new storage group.
Server Name:
Jdmrtic-srvrb2

Storage group name:
IiSCSI Storage Group

Loafiles path:
IM:\Em!’wange_\ogs_\SCS\

System files path:
IN:\Mange_ﬁom_iSCSI

Local contin
- New Storage Group
Local contin j
1 New Storage Group Completion
™ Enable 1 Completion The wizard completed successfully. Click Finish to close this wizard.
Elapsed time: 00:00:01
Summary: 1item(s). 1 succeeded, [ failed.
7i5CSI Storage Group S
Exchange Management Shell command completed:
Help new-StorageGroup -Server ‘dmrtk-srvr-b 2 -Name 15CSI Storage Group”
-LogFolderPath ‘M:\Exchange_logs_iSCSI" -SystemFolderPath
"N:\BExchange_store_iSCSI'
Elapsed Time: 00:00:07
il

fle Action View Help

w = | Bm| 25
€43 Microsoft Exchange Es Mailbox 1 object JE=tll
=]

Organization Configuration :
Mailbox .
4k Mailbox [ Create Fiter

1) Client Access

iew 3
S b ot Name =~ [ Role [ Version View
i L = o B
" Unfed esssoing dmiticanrb2 Hub Trarsport, Client Accs.  Version 8.0 (Build 685.24) Refresh
The iSCSI Storage |7 7 =g 2
g i Maibox
G ! S Client Access -
roup now appears | o SR—
H H i il Unified Messagng B Manage Client Access Role
Wlth the Flrst 2, Redpient Configuration n
51 Toolbox = Manage Hub Transport Role
Storage Group. N Soroge crovp.
- Froperties
L dmrtk-srvr-b2
Database Mansgement | 505K ~ Slorage Gro
[ Move Storage Group Path...
Name | Database Fie Path | Status | Copy Statu )
1/ Frst Storage Group e lew Mailbox Database. .
£ Maibox Database C:\Program Fies\Miorosoft\Exchangs ServerM. Mounted 17 New Public Folder Database...
SCS| Storage Group. Disabled | | 9
- e w6 Enable ocal comtiuous repicatio
*Publc Folder Databass  C:\Program Fles\Microsoft\Exchangs Server\l..  Mourted # Remove
Properties
B Help
il I
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A new mailbox database will be created and mounted on the “N” iSCSI target volume.

=

[ New Maibox Database
[ Completion

New Mailbox Database

New Mailbox Database
This wizard helps you create a new mailbox database.

Storage group name:

|dmnkw—b2VSCSI Storage Group

Mailbox database name

[isCsI mailbox database

Database file path

IN:\E:odﬂange_store_iSCSl\iSCSl mailbax database edb

r

[ New Mailbox Database
1 Completion

¥ Mourt this database

The new mailbox is
now ready for use.

Help |

Fle Acton View Help

New Mailbox Database

Completion

The wizard completed successfully. Click Finish to close this wizard.
Elapsed time: 00:00:01

Summary: 2 item(s). 2 succeeded, [ failed.

i Mew iSCSI mailbox database

Exchange Management Shell command completed:

new-mailboxdatabase -StorageGroup 'TH=ISCS| Storage
Group,CN=Information Store CN=dmrtk-srvr-b2 CN=Servers CN=Exchange
Administrative Group (FYDIBOHF23SPDLT).CN=Administrative

Groups CN=Demartek-Lab CN=Microsoft

BExchange CN=5ervices CN=Configuration, DC=lab DC=demartel, DC=com’ -Name
15CSI mailbox database” -EdbFilePath "N:\Exchange_store_iSCSNSCS] mailbox
database edb’

Elapsed Time: 00:00:00

o Mount iSCST mailbox database

BExchange Management Shell command completed:

mount-database -ldentity 'CN=iSC5| maibox database CN=iSCS| Storage
Group, CM=Information Store, CN=dmrtk-srvr-b2 CN=5ervers, CN=Exchange
Administrative Group (FYDIBOHF235SPDLT),CN=Administrative

Groups CMN=Demartek-Lab CM=Microsoft

Exchange CN=5ervices CN=Configuration, DC<lab, DC=demartek DC=com’

Hapsed Time: 00:00:01

Select Ctd+C to copy the contents of this page

< Back I Cancel

B8 Exchange Management Console

=10l

e~ | am 2@

£3 Microsoft Exchange

Zlm Unified Messaging
&, Redpient Configuration
L. 58 Toalbox

. dmrtk-srvr-b2

By Manage Client Access Role

- Manage Hub Transport Role

New Storage Group...

Properties

Database Management |

i5CSI mailbox database
| ® Dismount Database

Name | Database File Path | Status | Copy Statu =
ERT T G Disabled || | Move Database Path..

1 Maibox Database C:\Program Files\Microsoft\Exchange Server\M...  Mounted # Remove

Disabled
Properties

/3 Second Storage Group Disabled || 5

“IPublic Folder Database  C:\Program Fies\Microsoft\Exchange Server\M..  Mounted
4] |

. Fs Mailbox S5 a | Actions

£l [:£4| Organization Configuration _

T : Malbox ° I Create Filter Mailbox o
1s% Client Access Nams = TFoe T Vermon View 3
5 Hub Tr t = 3

Lg U:m;;:'::;gmg o dmiksre2 Hub Tramspert, Clert Acee.. Version £.0 (Buid 685.24) Refresh

= & Server Configuration 2 Help

i s Maibox
Za Client Access “
T Hub Transport dmrtk-srvr-b2
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Microsoft SQL Server 2005

SQL Server 2005 can use iSCSI storage solutions for databases, log files and other SQL-
related files in much the same way that it can use other storage technologies. Network-attached
storage (NAS) storage is not recommended for SQL Server data, but iISCSI is a capable storage
transport for SQL Server data. High throughput with iSCSI can be obtained by using multiple
network adapters with MP1O. Microsoft provides extensive information regarding SQL Server at
http://www.microsoft.com/sqglserver.

Prerequisites for Deployment

SQL Server 2005 was installed onto server DMRTK-SRVR-A2, which was running Windows
2003 Server R2 Enterprise x64 Edition. The following steps were completed on the server
before installing SQL Server 2005:

o All updates applied to Windows 2003 Server R2 Enterprise x64 Edition
e Microsoft .NET Framework 2.0 installed on server
e SCSI targets logged on as volumes “Q” and “R”

SQL Server 2005 Deployment

SQL Server 2005 provides a wizard to perform the installation. Most of the defaults were
selected. First the wizard checked for SQL Server prerequisites.

¥ Microsoft SQL Server 2005 Setup |

End User License Agreement

MICROSOFT SOFTWARE LICENSE TERMS il

MICROSOFT SQL SERVER 2005 STANDARD AND ENTERFRISE
EDITIONS

The=se licen=e terms are an agreemsnt between
Hicro=oft Corporation (or based on where you

live, one of it -
ot oo [ 1icrosoft SQL Server 2005 Setup x|
above, which in
received it. if Installing Prerequisites
Microsoft Installs software components required prior to instaling SGL
Server.

* updates,

*  supplement SQL Server Component Update wil install the following components ;l

required for SQL Server Setup:
* Internet-b

*  sypport se

Micosoft SQL atve Cient zn

iz EJ"éé"céﬁ'fﬁé"|i'£éﬁ§ﬁ"1'§? Microsoft SQL Server 2005 Setup Support Files
Installing Prerequisites

Installs software components required prior to instaling SGL
Server.

Frint

Click Install to continue.

SQL Server Component Update wil install the following components ;l
required for SQL Server Setup:

+ Microsoft SQL Mative Client
¥ Microsoft SQL Server 2005 Setup Support Files

The required components were installed successfully.
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After the SQL Server prerequisites were completed, the main installation began.

{i&! Microsoft SQL Server 2005 Setup x|

» Welcometothe Microsoft SQL
Serverlinstallation Wizard

{i&! Microsoft SQL Server 2005 Setup x|

System Configuration Check

Setup will help you install, medify or remove ‘wiait while the system is checked for potential installation
SQL Server. To continue, click Mext. problems

\"
14 Total 0 Error
/ @ S 14 Success 0 \warning
S
' Details:
| Action | Status Message ILI
@ SQL Server Edition Operating System ... | Success
@  Minimum Hardware Requirement Success
@ IS Feature Requirement Success
@ Pending Reboot Requirsment Success
@ Performance Monitor Counter Require.. Success
@  Default Installation Path Permission Re... = Success
@  Intemet Explorer Requirement Success
@ COM Plus Catalog Requirement Success
@ ASP Net Version Registration Require Success
@ Minimum MDAC Version Requirement Success =

Filter vl Stop Beport =
Help |

All the SQL Server components were installed. Most of the other defaults were chosen.

{i% Microsoft SQL Server 2005 (64-bit) Setup |

Components to Install
Select the compenents to install or upgrade.

-
[ | Create 256U Server Failover cluster: i'__% Microsoft SQL Server 2005 (64-bit) Setup 5'
¥ Analysis Services Instance Name
[T Greate an Analysis/Server Fallover cluster, You can install a default instance or you can specify a named
instance.

¥ Reporting Services
Provide a name for the instance. For a default installation, dick Default instance and dick
[¥ Motification Services Mext. To upgrade an existing default instance, dick Default instance. To upgrade an existing

= named instance select Named instance and spedify the instance name.
v Integration Services

¥ workstation components, Books Online and development

icrosoft SQL Server 2005 (64-bit) Setup x|

Service Account
£ Named instance Service accounts define which accounts to log in.

o]

For more options, dlick Advanced.

I~ Customize for each service account

Help | < Back | I: Service:
| i

' Use the built-in System account; ILUcaI system j

= Use a domain user account

Help | Username: |

Password; |

Cormain: |

[ Start services at the end of setup
¥ 0L Server ¥ Reporting Services
[~ SQL Server Agent I~ SQL Browser

¥ analysis Services

Help | < Back | Mext = I Cancel
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Authentication Mode
The authentication mode specifies the security used when
connecting to SQL Server.

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

Select the authenticatic ii_‘!,‘a Microsoft SQL Server 2005 (64-bit) Setup

Collation Settings

Collation settings define the sorting behavior for your server.

arvire arrniint

= Mixed Mode (Windo

g
I Analysis Services |

Specify the sa logon pa " Collation designat

& Microsoft SQL Server 2005 (64-bit) Setup x|

Report Server Installation Options
Specfy how to install a report server instance.

—

& 50 colatons (us: Setup will install t

report server is L

Binary order based
Strict compatibility «

Help |

5 |
Enter password: ILaﬁn 1_General
| I~ Binary
Confirm password: I” | Gase - sensitive Details... |
I= | Aiccent - senstiv (@l B BTEER] 2 Microsoft SQL Server 2005 (64-bit) Setup =

Error and Usage Report Settings
Help Microsoft improve some of the SQL Server 2005 components

and services,

|

arror reporting server. Er
[~ Server 2005 when an errt
eports may unintentional
Microsoft.

A Secure Socket
recommends tha

Help |

P Microsoft SQL Server 2005 Setup

Setup Progress
The selected components are being configured

Automatically send Featu
I~ indudes anonymous infor
software and services.

For more information on the ¢
Help.

Ip |
|

Product | status

=

@Anal sis Services
(Z)Reporting Services

Setup finished
Setup finished

[T Setup finished
@Nutﬁcaﬁun Services Setup finished

@Inbegratinn Services Setup finished
@Visual Studic Integrated Development ... | Setup finished
@Sg L Server Books Online Setup finished
@Workstaﬁon Components, Books Onlin... = Setup finished

2 Microsoft SQL Server 2005 (64-bit) Setup x|

Ready to Install
Setup is ready to begin installation.

|

Setup has enough information to start copying the program files. To proceed, dick Install. To
change any of your installation settings, dick Back. To exit setup, dick Cancel.

h‘he following components will be installed:

. SQL Server Database Services

(Database Services, Replication, Full-Text Search)

Analysis Services

Reporting Services

(Reporting Services, Report Manager)

. Notification Services

. Integration Services

. Client Components

(Connectivity Components, Management Tools, Business Intelligence
Development Studio, SQL Server Books Online)

| Install I

Cancel |

Help |

< Back

i
icrosoft SQL Server 2005 Setup x|

Completing Micosoft SQL Server 2005 Setup
Setup has finished configuration of Microsoft SQL Server 2005

Refer to the setup error logs for information describing any failure(s) that occurred during
setup. Click Finish to exit the installation wizard.

Summary Log

To minimize the server surface area of SQL Server 2005, some features and services are
dizabled by default for new installations. To configure the surface area of SQL Server, use the

Surface Area Configuration tool.

=< Back

Mext =>

Cance|

Analysis Services =

*  If Analysis Services was upgraded from SCQL Server 2000, all cubes,
dimensions, and mining models must be reprocessed using SAL Server
Management Studio.

Reporting Services

*  The Reperting Services installation options you specified in Setup
determine whether further configuration is required before you can
access the report server. If you installed the default configuration, the

report server can be used immediately. f you installed just the program

5
.

-

The installation completed successfully. After the installation, the system was rebooted. SQL
Server 2005 Service Pack 2 was installed after the reboot.
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The sample AdventureWorks databases were installed into the default SQL Server file location.
The Copy Database Wizard was used from within SQL Server Management Studio to copy the
AdventureWorks database and AdventureWorksDW (data warehouse) to the iSCSI target

volumes “Q” and “R”". Volume “Q” was used for the

data and volume “R” was used for the SQL

logs. The source and destination server were the same, but the destination file location was set

to the iISCSI target volumes.

L] g Copy Database Wizard

=1l ]

»

Welcome to the Copy Database Wizard

‘You can use this wizard to move or copy databases from an instance of SQL Server 2000 or
SQL Server 2005 to an instance of SQL Server 2005,

L] g Copy Database Wizard

Select a Destination Server

Which server do you want to move or copy the databases to?

B 3 Copy Database Wizard =10 x|

Select a Source Server
Which server do you wart to move or copy the databases from?

Spurce server:

' |se Windows Authentication

" Use SQL Server Authentication

Destination server:

User name: |
™ Do not show th Password: I
Help <Beck  |[ Next> Firich > Cancel |
Y
=]
dmitic-srvr-a2|
-Inix]

' Use Windows Authertication

" Use SGL Server Authertication

Select the Transfer Method
How would you like to transfer the data?

er name: I

Ls:
Pa:

n

sword: I

i+ i{jeathe defach and attach method

This method is faster, but requires the source database to go offline. It is best for upgrading databases or moving very large
databases. No user connections to the source database are allowed when using this option.

¥ I & failure occurs, reattach the source database

" Use the SOL Management Object method

This method is slower but the source database can remain online.

< Back

ﬁ To use the detach and attach method, the SGL Server Agent job must run under an Integration Services Proxy
accourt that can access the file system of both the source and destination servers.

Help <Back |[ Hext> Firich > Cancel |

%
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The wizard prompts for the file locations. The source files were in the default location from
installation. The destination files were the iISCSI target volumes. Two databases, the

AdventureWorks and AdventureWorksDW were copied. The data files were copied to the “Q”
volume and the logs were copied to the “R” volume.

b ‘opy Database Wizard

_iol x|
Select Databases
Which databases would you lilke to move or copy?
Databases:
[~ Move ||_ Copy I Source:dmrk-srvr-aZ | Status
— ¥ AdventureWorks Already exists at destination
(] AdvertureWorksDW Mready exists at destination
master System database
model System database
mzdb System database
— || Report Server Already exists at destination
— || Report ServerTempDB Already exists at destination
tempdh System datsbase
4 I m
Befresh
=
Ci gure Destination Datab. (10of2)
Specify database file names and whether to overwrite existing databases at the destination.
tep |
Source database:
I.i‘-J:I ventureWorks
Deestination database:
IAdvemureWnrks_naw
Destination database files:
Filename I Size (MB) | Destination Falder I Status |
AdventureWorks_new_Data mdf 1633375 Q:MS0L_Databases OK
AdventureWorks_new_Log Idf 2 R:MSQL_Logs OK
~inixd
Configure Destination Database (2 of 2)
Specify database file names and whether to overwrite existing databases at the destination
f the destination datat alrei

% Stop the transfer f a databa SRS
I.i‘-J:Iverdure WorksDW
¢~ Dropany database onthe ¢ Dastination database:

exdstin base files.
d IAdverdure‘.’\"orksD‘.’\u'_naw
Diestination database files:
Help
Filename I Size (MB) I Destination Folder I Status I
AdventureWorksDW _new_Datamdf  69.375 @ASGL_Databases CK
AdventureWorksDW _new_Log Idf 2 RASGL_Logs CK

if the destination database already exists:

% Stop the transfer f a database orfile with the same name exists at the destination

Dirop any database on the destination server with the same name, then continue with the database transfer, overwriting
exigting databaze files

Help <Back Neat > Firich > Cancel |
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The Integration Services package was configured and run immediately with the SQL Server
Agent service account.

RI=IE
Configure the Package

The wizard will create a Integration Services package with the properties you specify below.

Package location:

Package name: Schedule the Package

Schedule the 5515 Package i
COW_DMRTK-SRVR-A2_D

Logging options The Integration Services package produced by the wizard can run immediately, or it can be scheduled to run later.
Windows event log
@ AR immediataly |
Ermor log file path:
 Shesse ~injx]
Complete the Wizard “

Verify the choices made in the wizard and click Finish.

Click Finish to perform the following actions:

Source: dmrtk-srvr-a2 SQL Server 2005, Microsoft SQL Server Enterprise Edition (64-bit) , Build 3042, Microsoft Windows
NT 5.2 (3750) NT AMD&4

Destination: dmrtk-srvr-a2 SCL Server 2005, Microsoft SQL Server Enterprise Edition (64-bit) . Build 3042, Microsoft
Help Windows NT 5.2 (3730) NT AMDG4

Using Attach/Detach offline transfer

The following databases will be moved or copied

[Copy-AdventureWorks

Destination file will be created: Q:\SGL_Databases" AdventureWorks_new_Data mdf
Destination file wil be created: R:\SGL_Logs"AdventureWorke_new_Log Idf

TEIRRT SEUEE Stop transfer f duplicate database name exists at destination

[Copy:AdventureWorksDW

Hel Destination file will be created SQL_Databazes AdventureWorks DWW _new_Data.mdf
oep Destination file will be created: R:\SQL_Logs*AdventureWorkeDVW_new_Log Idf

Stop transfer if duplicate database name exists at destination

Package scheduled to run immediately

Help <gack | wea> |[ Ensh | cancel |
4

The copy was completed successfully to the iISCSI target volumes using SQL Server services.

E ¢ Copy Database Wizard o |m] 9]

Performing operation...
Click Stop to intermupt the operation.

@ 5 Total 0 Emor

Success 5 Success 0 Waming

Details: B g View Report ~ol |
I Action I Status I Me: e gdit

@ Addlog for package Success Performing operation. ..

@ Add task for transfeming database objects Success P —

@ Create package Success - =t )

@  Start SQL Server Agert Job Success - Add task for i objects

@  Bxecute SQL Server Agent Job Success - Create package (Success)

- Start SAL Server Agent Job (Success)
- Execute SQL Server Agent Job (Success)

Stop
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Dell™ PowerVault™ NX1950 Networked Storage Solution

The Dell PowerVault NX1950 is a networked storage L'l
system that features Microsoft Unified Data Storage

. . Microsoft- -
nteroperabilty. (e system suppori botnfle | pvindows
(sharing) and block (disk) access to storage 9
resources over Ethernet networks through the inclusion of the iISCSI protocol. The PowerVault
NX1950 comes bundled with advanced software capabilities that include snapshots and remote
replication and is configurable for clustering to maintain high system and data availability. The
PowerVault NX1950 can be expanded by simply adding up to two additional expansion
enclosures for a total of 45 drives and 13.5TB capacity, to support growing business needs.

Target Configuration Steps

1. Configure Network Settings for iSCSI Target Device

The Dell PowerVault NX1950 is configured to use DHCP for its default network settings.
The basic unit is designed for multi-path operations and is equipped with four RJ45
Ethernet connectors. The initial configuration screen shows the basic settings.

EPowerUault NX1950 Configuration Tasks =10 il

( ma Perform the folowing tasks to configure your Poweryault M 1950

iy

awrr;!.lﬁed Data Storage Server 2003

@) Specifing Computer Infomation]

QJ Specify credentials for the Administrator account Administrator account:  Administrator
Password: T
QJ Configure networking Local Area Connection 4: Mot connected

Local Area Connection 3: Mot connected
Local Area Connection:  Assigned by DHCP
Local Area Connection 2: Mot connected

E_]J Specify a computer name and domain Computer name: WLDSSN=1950
Domain: Mot joined to a domain
QJ Change regional and language options Current language: English [United States]
@ Adjust date and time Current date: 2112/2007
2 € Updating Windows
@ Enable Automatic Updates Automatic Updates: Mat configured

QJ Download and install updates
&) Customizing a System
QJ Create or join a cluster Cluster: Mot configured
@ Create a highly svailable file server instance File server instance: Mat configured
gj Configure Micrasoft Services for Network File
System [MFS]
Finalize your Configuration @) Instaling Dell Opentanage

@ Install Dell Opent anage

v Do not show this window again, Close
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Launch Management Console

All the storage management functions for the Dell PowerVault NX1950 are performed
from the management console, shown below.

fii Powervault NX1950 I =13
9 Fle Action View Window Help | . [ 5[‘
& = | |2
[E Nf”sn ‘ ; PowerVault NX1950 Management Console Actions
=43 PowerVault N¢1950 Management Console (Locsl) : . : s R S
$5 share and Storage Management This consols is used for overal confiuration, management, and marnitoring of your Dell Powstault N1950 system, =
DFS Management Use this console to perform management tasks such as storage provisining, file share provisioning, 1SCS| target disk — | B3] Edit server configuration
Micrasaft Services Far WFS prowisioning, DFS namespace and replication management, storage resource management policy managemert =l
> ﬂ Edit cluster configuration
B tcrosofiscs!softuars Taret Scenios: [T - "
B i5CST Targets | Edit WFS configuration
e Choose a topic f i
pic from the above list to display in this area. Wi R
B snapshots e
B indexing Service on Local Machine = - e Window from Here
Local Users and Groups (ISCSITEST) | S D IR M e M ‘ ot
Event viewer (Local) s
& Performance Logs and Alerts | Share and Storage Management M ‘ 2 Help
@ Dell Management Tools
| Namespaces and DFS Replication Management - ‘
| File Server Resource Manager - ‘
[ pell Resources -
Resources
File Server Best Practices File and Storage Services
File Server Deployment Guide Browse Storage-elated Intemet Newsgroups
Microsoft Starage Services Portal Distibuted File System Web site

At the top of the center section of the management console, several scenarios are
available that help step the administrator through each of the processes.

Create LUNs on Disk Array

To create the LUNs on the Disk Array, the administrator selects the “Provision Storage
and Create Volume” scenario from the upper section of the management console. This
directs the administrator in the appropriate steps to take.
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:XlQSD Management Console {Local)
I

1 Storage Management
:arver Resource Manager
ige Manager for Saks
:Jefragmenter
:’Ianagement

ngernent

:Services Far MFS

:SI Software Target

12ets

|

s

:-'ice on Local Machine

|7 Groups {ISCSITEST)
1{Local)

PowerVault NX1950 Management Console

This console is uged for overall configuration, management, and monitoring of your Dell Powery ault Nx1950 system, -
Use thiz conzole to perform management tasks such as storage provisioning, file share provisioning, ISCS| target disk
provigioning, DFS namespace and replication management, storage resource management policy management. ;I

o

Scenarios:

-

Provision storage and create volume

'ou can provizion storage on direct attached storage arays and storage area netwaork [SAM) amays that
support the Virtual Disk Service (WD5) 1.7 Az part of the provisioning process, pou can create and
format wolumesz, and assign storage to highly available servers in clustered environments.

Perform the following steps:
1. In the conzole tree, click Share and Storage Management.
2. Right-click Share and Storage Management, and then click Provision Storage.

Lear mare about this scenario

:Logs and Alerts

ent Tools

I.———————m—m—————-lﬁ.—l.’i.-l‘.—aﬂ—l—'hl-—-|

J Erurckons Confionmabing Moo amanaomb C ol e e e e e e - J =
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The right-side panel of the management console is context sensitive, and changes
based on the item selected on the left side of the panel. Highlighting “Share and Storage
Management” on the left panel console tree brings the “Provision Storage” wizard into

view on the right side.

i Powervault NX1950

—laixd]
3 Bl Action  Yiew Window Help |;|i|5||
e+ Bjm 2(m

(L] Powervault MX1950
-6 PowerVault Nx1950 Management Cansole (Local)
-l Share snd Storage Management
File Server Resource Manager
Storage Manager for SANs
Disk Defragmenter
Disk Management
-3 DFS Management
Micrasoft Services For NFS
=) Microsoft ISCSI Software Target
BB iSCSI Targets
S Devices
ﬁ Snapshats
8 Indexing Service on Local Machine
(-G Local Users and Groups (1SCSITEST)
Event Viewer (Local)
& Performance Lags and Alerts
[z Dell Management Tools

[=RE

3]

Share and §

hanagement

Shares | yolumes |

Actions

Share and Starage Management

) Provision Storage...

&l Provision Share..,
View

e window From Here

2 entries
| Share Name | Protocol | LocalPath | Quota | File Scre... | shadow ... | Fres Space
B Protocol: SMB (2 items)
2 ADMING SMB CHWINDOWS 1.60 GB
[ SME )] 1.60 GB

Refresh

& Help

Protocol: SMB (2 items)
Expand #ll Groups
Collapse All Groups

2 Help

Selecting the “Provision Storage” action on the right side initializes the wizard for this
function. The wizard allows the administrator to step through the provisioning process.
Notice that the left side of the wizard lists each of the main steps in the process.

== Proyision Storage Wizard

@ Before You Begin

Steps:

Before Y'ou Begin
Storage Subsystem
LUM Type

LUM Name and Size
Server Assignment
Server Aocess
“Wolume Creation
Farmat

Review Settings and Create
Starage

Confirmation

Thiz wizard helps you provision storage for this server. First, it helps pou create a lagical
unit humber (LUN], which iz a logical reference ko a portion of a storage subsystem
connected to a server. A LUN can refer to a disk, a section of a dizk, or a section of a
disk array in the subsystem. After pou create the LUN, you can assign it ta this or ather
servers, create a volume on the LUM, and configure additional volume settings.

Before continuing, verfy that the following steps have been completed:

- Atleast one storage subsystem iz directly attached or network. accessible from this
FEIVEL

- Storage space iz avallable on at least one of the available subsystems

- If wou want to provizion storage to a cluster, the cluster has been fully
configured and at least one highly available file server instance has been

created by using the instructions in Creating a Highly Awailable File Server
Instance.

IF you want to azzign the LN to any server or cluster other than this server, the
gerver connections have been corfigured by using Storage Manager for SAMs
and the instructions in Manage Server Connections.

] Lo not show this page again

< Previous |

Nest >

Cancel |

=0l x|

The storage subsystem must be selected and in this case there is only one subsystem to
select. It is of type “Fibre Channel” because the internal interface to the disk subsystem
is listed as Fibre Channel even if SAS is used. This will be changed in the next version.
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E;@ Storage Subsystem

Steps:

Before You Begin
Storage Subsystem
LUN Type

LUMN Name and Size
Server Assignment
Server Acoess

Review Settings and Create
Storage

Confirmation

You can create a LUN an any directly attached or network attached storage subsystem.

Select a subsystem:

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

r— Details

MName

Subsystem Mame:

Supported LUN types:

Simple, Striped, Mimored, Striped with Parity
(RAID-5)

< Previous | Neat > I Cancel |

The LUN type must be chosen from among the various types of LUNs available. In this
example, we have chosen a “striped” LUN type. Each type of LUN has a maximum size

that depends on the type.

-laix|

EgP LUNType

Steps:

Before You Begin
Storage Subsystem
LUMN Type

LUMN Name and Size
Server Assignment
Server Access

Review Settings and Create
Storage

Corfirmation

The LUM type determines perfarmance and reliability characteristics of the LUMN. You
can use any LN type that is avaiable on the selected storage subsystem.

Storage subsystem:

Select a LUN type:

For more information about LUN types, see Overview of LUN Types.

Type | Fault Tolerant | Maximum Size |
Simple No 324GB
Striped No 51 GH
Mimared Yes 234GB
Striped with Parity {(RAID-5) Yes 468 GB

< Previous | Next > I Cancel |

Note — It is important at this point to note that the storage solution LUN size should not
be confused with the size of the iISCSI target. The iSCSI target will be configured in a
later step and is associated with the storage needed for a particular application on the
host server. It is recommended that the LUN size on the storage hardware be as large
as reasonably possible to allow the storage subsystem to optimize the use of the
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physical disks underlying the LUN that is created. In this case, as shown below, we are
choosing to create one LUN at the maximum size available for this hardware. The iISCSI
targets created later will fit into this one LUN, based on the needs of the host application.

~ioix]

@ LUN Name and Size

Steps: To configure & new LUN, you must specify a name and size forthe LUN.

Befare You Begin

Storage Subsystem Storage subsystem:
LUN Type
LUN MName and Size LUN type:
Server Assignmert Type: Striped

Fault Tolerant: No
Server Access Mazdmum Size: 501 GB

Review Settings and Create
St
o Type a LUN name:

Corfimation I";"IUDSS_LUN

Specify a LUN size:

[T

< Previous | et = I Cancel |

The LUN created will be assigned to this internal storage server only. In a later step,
iISCSI targets will be created that will be assigned to external application servers.

~ioix]

@ Server Assignment

e To use the LUN, you must assign it to a server. You can assign the LUM locally to this

Before You Begi server orto a clusterto which this server is joined. or remotely to any other server or
Sl cluster that can access storage on the selected subsystem.

Storage Subsystem

LUM Type
LUM Name and Size

To which servers do you want to assign this LUN?

& ! This server onfy

Server Assignment The LUN is used only by this server. No other servers have access to the LUN.

Server Access

Wolume Creation

Famat clusterto which this server is joined. All servers in the cluster

Review Settings and Create
Storage

Confirmation

" Other server or cluster

Assigning the LUN to a different server or cluster is advanced configuration,
which reguires that server connections have been configured by using Storage
Manager for SANs and the instructions in Manage Server Cannections.

1) This server is not joined to a cluster.

< Previous | Next > I Cancsl

The name of this server needs to be provided for the assignment.
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ﬁj _ﬂ Server Access

Steps:

Before You Begin
Storage Subsystem
LUN Type

LUM Name and Size
Server Assignment
Server Access
Wolume Creation
Fomat

Review Settings and Create
Storage

Corfirmation

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

To complete assignment of the LUN, you must select the server or cluster to which you
want to assign the LUM. All ports enzbled on the selected server or cluster have access
to the LUN.

Select the server or clusterto assign the LUN:

Server or Cluster

| Description

WUDSSNX1950

The LUN is assigned to the following ports on the selected server:

Vitual Disk Service provider was installed o...

Server

| HBA Port WWN | Added | Descrigtion |
WD EaHRI550  50-0108 61 1A EE B0 Futo

Mare than one |/0 path is enabled for access ta the LUM.  the server or
! clusteris not corfigured to use Multipath 1/0, data comuption can occur. To
LY

manage ports and server connections, use Storage Manager for SANs.

WUDSSNX15950  50:01:88:B1:3A:66:B2:04 Auto

< Previous | Next > I Cancsl

4. Make LUNs Ready for Use

Because this storage solution is running on a Microsoft Windows-based platform, the
remaining steps would be familiar to a Windows administrator. This can be an advantage
in environments where Windows is prevalent as it reduces specialized training needed
for managing the storage devices. These include assigning a drive letter for the internal
server, providing a volume name, etc. The wizard prompts for these items then provides
a summary screen before performing all the necessary tasks to provision the storage.

=ioix

@ Volume Creation

Steps:

Storage Subsystem

LUN Type v Create a volume on the LUN:

LUM Name and Size
Server Assignment
Server Access
Wolume Creation
Fomat

Review Settings and Create
Storage

Corfirmation

*You can create a volume forthe new LUN now or you can create it later on the server
Before You Begin that has access to the LUN by using Disk Management.

Specify drive letter or mount point:

(¥ Ascign thie drive lstter to the voluma: IM 'l

" Mourt the valume in the following empty NTFS folder:

" Do not assign a drive letter or drive path

< Previous | Next > I Cancsl
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* Provision Storage Wizard

&SP Format

Before You Begin

Storage Subsystem
LUN Type
LUN Name and Size
Seversasgnmet
Server Access

Volume Creation

Review Settings and Create
Storage

Confirmation

* Provision Storage Wizard

@ Review Settings and Create Storage

Before You Begin
Storage Subsystem
LUM Type
LUM Name and Size Ftormge:
Server Assignment éﬂ:;:gﬁ LRk T
Server Access LUM type: Striped
LUM size: 501 GB
Wolume Creation Server assignment: WUDSSNX1350
HBA port: 50:01:88:B1:3A:66:82:00, 50.01:88:B1:3A:66:B2:04
Fomat Create volume: Yes
Drive letter: N
_ ittt i
Volume label: WUDSS_Val
Confirmation File system: NTFS

Allocation size: Default

_<bevous || Geme | coed |

After a short while, the following screen indicates a successful provisioning operation.
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== Provision Storage Wizard
E@ Confirmation

Steps:

g [ 3]

Before You Begin @ You have successfully completed the Provision Storage Wizard.
Storage Subsystem
LUM Type

LUMN Name and Size

Server Assignment Taskc I Status I
@Cr&a{e aLUN Success

Server Access () Assign the LUN to a server Success

Volume Creation @Create a volume Success

Fomat @ Format & volume Success
() Assign a drive letter Success

Review Sttings and Create (w1 Refresh volume data Success

Storage

Confirmation

[~ After closing the wizard, run the share provisioning wizard to create a share

Close

The LUN has now been created and is ready for use. The next step will create iISCSI
targets and associate them with this newly-created LUN. This implementation of
WUDSS uses the Microsoft Virtual Disk Service (VDS) internally on this server. The LUN
can also be viewed in the Storage Manager for SANs section of the management
console, as shown below.

}
T NE

[(3 Fle Acton View Window Help |;IEI5I
&= |2
0 Powervauit X 1950 | L2t Updated Time: 5:07 AM on 2/13/2007 LEEETE
@ PawerVault Nx 1950 Management Cansale (Lacal) LU M; t -
| LN Name | subsystem + | server |Type | size | status | Health | S

=) Share and Storage Management
File Server Resource Manager
Er-EJ Storage Manager for SANs
i 3 LUN Management
B subsystems
Drives

R Disk Defragmenter
“.. 28 Disk Management

Create LUN,..
(= Subsystem: (1 item) £ Create

Manage Server Connection..

Striped 501GB Online Healthy

5. Create iSCSI Targets

@l iSCST Targets
[ WUDSS_Target 01
- Devices

& Snapshots

BB Indexing Service on Local Machine
Local Users and Groups (ISCSITEST)
Event viewer {Lacal)

@] Performance Logs and Alerts

- Dell Management Tools

& el opervanage

&5 Dell Modular Disk Storage Manager

[~ Tams: WUDSS_LUN
= LUN Details

Size: 501GB

-Type: Striped
Subsystem.

VDS Version: 1.1

- Status: Oniine

- Health: Healtiy
Server. [SCSITEST
El HBA Poris Enabled

- Status: Onling
~All 170 Paths {Total: 0}

m

Drives
- Drive 1D {bus: 0. slet: 1)

EJ-Port WWN: 50:01:88:61:2A
H Status: Online
- Port WWN: 50:01:88:81:3A

1D: Zzec2d6d-4128-ded2-5f3d-Talfcod 7ab 66

.66:62:00

66:82:04

Load-balance policy: Round Robin With Subset

Task Status: Nomal

DFS Management
#] Refres
% Wicrosoft Services for NFS
2@ Microsoft iSCSI Softnare Target View R

New Window from Here
B Heb
Selected LUN -
all Rename LUM.
&2 ExtendLUN...
2% Delete LUM...
Assign LUN...
Unassign LUN. .

D Heb

Moving to the iISCSI target section of the management console, a wizard can be
triggered (using the right-mouse click) that begins the iISCSI target creation process.
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i PowerVault NX1950

=) LUN Management

Disk Defragmenter

Disk Management
DFS Management
Microsoft Services for NFS

& Microsoft SCST Software Target

evices
& snapshots

-§3 Indexing Service on Locsl Machine

-4 Local Users and Groups (ISCSITEST)
-] Event Viewer (Local)

(-] Performance Logs and Alerts

(- Dell Management Tools

&F Dell OpenManage

iz Dell Modular Disk Storage Manager

=10 x|
i3 Ele Action Vew Window Help ‘;Iilil‘
= =R |
(23 Powervault Nx1350 Target Name | Deseription [ status | Actions.
18 PowerVault N¥ 1350 Management Consale (Local) e — .
228 Shere and Strege Management There are na ftems to show in this view.
File Server Resaurce Manager Mare Actions v
B Storage Manager for SANs

The iISCSI target wizard is launched. In this case, we will create two iISCSI targets. Each
target will be made available to a different application on the host server. The target itself
in the Microsoft-based iSCSI target solutions merely defines the path that the iISCSI
storage traffic will use from the iSCSI initiator. The actual storage used by the target will
be defined in a later step when the virtual disks are created.

Create iSCSI Target Wizard

Welcome to the Create iSCSI
Target Wizard

This wizard helps you create an iSC5| target on aniSCSI
subsystem.

To continue, click Next.

<Erevious Cancel

Each iSCSI target needs a name and optional description, which are supplied below.
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Create iSCSI Target Wizard |

iSC5| Target Ildentification
Specify a name and description to identify the iSC5| target you want to create.

You should use the netwark name as the target name.

Target name:
I".'u'UDSS_Target_C‘I Erowse... |
Description:

IiSCSItargetforhost o1

<Previous Cancel

I=
2
v

Each iSCSI target needs to be associated with an iISCSI initiator. The iSCSI initiator is
the host that is requesting access to the storage represented by the iSCSI target name.
The wizard prompts for the iISCSI Qualified Name (IQN) of the iSCSI initiator or provides
alternate ways to identify the iSCSI initiator. In this case, we will choose to identify the
iISCSI initiator by its IP address.

x
iSC5| Initiators |dentifiers
Each iSCSltanget should have at least one identifier.

Idertifiers allow the iSCSI target to identify the iSCS| inttistor requesting access.
Typically, the iSCS| Qualfied Name (IGN) of the inttiator, but the DNS domain name. IP
address, and MAC address can also be used.

QN identifier:
|| Browse... |

To use the DNS domain name, |P address, MAC address, or another IGN as an
additional idertifier, click Advanced.

Advanced... |

<Previous I Test > | Cancel |

Clicking “Advanced” allows us to choose alternate methods of identification.
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Advanced Identifiers x|

For each identifier to be used. specify the method and the appropriate value for that
identifier.

Identifiers:
Mathod | Value

Edit... [elete

ok | cancel |

Clicking “Add” allows the type of identifier to be entered and the specific identifying
information to be entered.

Add/Edit Identifier x|
Identifier Type:

IGN |

IGN
[IDNS Domain Mame

[MAC Address

QK I Cancel
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Add/Edit Tdentifier

IP Address -
132.188.1.11|

WUDSS Target_ 01 Properties

-

192.168.1.11

Delete:

After identifying the iSCSI initiator, we are ready to proceed.
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Create i5C5I Target Wiza ﬂ

iSC5| Initiators |dentifiers
Each i5CSItanget should have at least one identifier.

Idertifiers allow the iSCSI target to identify the iSCS| inttistor requesting access.
Typically, the iSCS| Qualified Name {IGMN) of the initigtor, but the DNS domain name, IP
address, and MAC address can also be used.

QN identifier:

"Click Advanced button to view altemate identifiers.” Browse... |

To use the DNS domain name, |P address, MAC address, or another IGN as an
additional idertifier, click Advanced.

Advanced... |

<Previous Cancel

Completing the Create iSCSI
Target Wizard

You have succesfully completed the Create iSCS| Target
o

Wizard.

To close this wizard and create the target, click Finish.

<Previous Cancel

The management console now shows the newly created iISCSI target.

i Powervault mX1950

=lol x|
i3 Ble  Acton Vien Window Help | [ 5||
= BE B R 2
[E] £ MK 1850 Target Name [ Description [ status | Actions.
68 PowerVault NX 1350 Management Console (Local) || B wUDss_Target_01 iSCS target for host 01 Idie iSCSI Targets -
1753 Share and Storage Management
File Server Resource Manager Mre Actions »
= Storage Manager for SANs

3 LUN Management
) subsystems
Drives
Disk Defragmenter
Disk Management
DFS Management
Microsoft Services for NFS
@ Microsoft iSCSI Software Target
=

)y DSS_Target_01
9 Devices
B Snapshots
-8 Indexing Service on Local Machine
-3 Local Users and Groups (ISCSITEST)
B-{] Event Viewer (Local)
(-] Performance Logs and Alerts
= Dell Management Tools
-& Dell OpenMznage
t] Dell Modular Disk Storage Manager
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The management console also shows the underlying devices available for the iISCSI
targets. The storage that will be used by the iISCSI initiators (application hosts) will be
defined in a later step when the virtual disks are created.

TR
D9 Fle Action  View Window Help ‘_ & ﬂ‘
= EEEEEE |

(02 Powervault NX 1950 Virtual Disk Index [ Description [ Size Status | Access B | Actions.
-4 Powervault Nx 1350 Management Consale (Local)

= @ Share and Storage Management Devices =
File Server Resource Manager More Actions »
£ Storage Manager for SANs
i3 LUN Management
] subsystems
= Drives
Disk Defragmenter
Disk Management
DFS Management
Wicrosoft Services for NFS
-5+ Microsoft ISCSI Software Target
@B ISCST Targets
) yypss Target_01
= Devices
@ snapshots
BB 1ndexing Service on Lacal Machine
4 Local Users and Groups (ISCSITEST)
Event Viewer (Local)

] Performance Logs and Alerts
() Dell Management Tools
- Dell OperManage
&) Dell Modular Disk Starage Manager

= ©) {Unallocated)
12.00 GB NTFS (System) 55.71GB
e8| |Fos eoaser 15768

= WUDSS_Vol {N:)
50100 GB NTFS
ok 2 | | Fres spece 207,95 GB

6. Create Multi-path I/O for iSCSI Targets (optional)

For a Microsoft-based target solution, multiple paths to the target device are created by
providing multiple iSCSI initiator identifiers for the same target. Multiple paths to an
iISCSI target can be creating by adding sessions to the iSCSI target (Microsoft MP1O) or
adding additional connections to the iSCSI target (Multiple Connections per Session). In
the example below, we use MS MPIO and add a second IP address that is to be
associated with the same iISCSI initiator, so that there are two IP addresses that can
access the target. These two addresses are associated with two Ethernet ports on the
same host server.
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General 15CS| Initiators | Authentication I Virtual Disks I Advanced I

The target uses the intiator's iSC S| Qualfied Name (IQN) to idertify the
inttigtor. The DNS domain name, IP address, MAC address, or an additional
IGN can also be used.

|dertifiers:

Method |
IP Address
IP' Address

[l =
—_ —i |
T RI]

PR
rmc<>§
Pt P
o
P —

[==T="]
Y

Other steps will need to be taken on the iSCSI initiator side to complete the multi-path
configuration.

Configure Security for iSCSI Targets (optional)

CHAP can be configured with a password also known as the “CHAP secret”. The CHAP
secret provides an additional level of security between the iSCSI initiator and target. The
CHAP secret is provided on the “Authentication” tab of the target properties.

Make iSCSI Targets Ready for Use for iSCSI Initiators

Virtual disks need to be created on the iSCSI targets for Microsoft-based iSCSI target
solutions. These virtual disks represent the storage volumes that the iSCSI initiators will
use. The maximum capacity represented by all the virtual disks on a given iSCSI target
on a Microsoft-based iSCSI target solution is two terabytes (2 TB) per target. In this
example, we create a 100 GB and 200 GB virtual disk on the iSCSI target. These two
virtual disks will be viewed as volumes by the iSCSI initiators over the TCP/IP network.

By right-clicking on the target name, the “Create Virtual Disk” wizard is launched.
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Create Virtual Disk Wizard x|

Welcome to the Create Virtual
Disk Wizard

This wizard helps you create a virtual disk on an iSCS|
subsystem.

‘You can partition and format a virttual disk just as you would a
hard disk. The virtual disk is accessible over a TCP/IP
networl.

To continue, click Mext.

Cancel

<Brevious

The virtual disk is created on the internal disk volume that is available to the iISCSI
target. In this case, it is the “N” volume.

Create Virtual Disk Wizard x|

Fle
You can create a virtual disk using a new file.

A virtual disk: is created as a virtual disk {vhd)file. To specify afile to be used as a
virtual disk, type the full path for example, C:*Sample*Virtual Digk 1.vhd).

File:

M Virtual_Disk_100GE.vhd Browse... |

Cancel

1=
4
w

<Previous

The size of the virtual disk depends on the needs of the application on the host server.
For this virtual disk, we choose a size of 100 GB from the available 501 GB on this

volume.
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1I
Size
Specify how much space on the volume to use for the vitual disk. ng)
Current drive capacity: 50.00GE
Cumently available free space: 50052GE
Size of virtual digk (MB): 100004
<Previous Next > Cancel
A description, although optional, is useful for better management.
x

Description
A description helps identify the vitual disk.

Virtual disk description:

100GE virtual disk for application A|

<Previous

1=
2
W

Cancel

This virtual disk must be associated with an iSCSI target in order for the application host

to use this storage as an iSCSI storage volume.
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Create Virtual Disk Wizard

X

Access
Specify the iSCS| targets that you want to be able to access the virtual disk. f you
want to provide access to a cluster environment or a SAN file system, specify each

target name.

Targets that can access this virtual disk:

Target Name I Description I
WWUIDSS Target 01 i5CSItarget for host 07 ;

Add... Bemove

<Previous Cancel

1=
4
w

This completes the virtual disk configuration.

We repeat this process to create a second virtual disk of size 200 GB. After configuring
the virtual disks, the management console shows the virtual disks associated with the

iISCSI target.

Create Virtual Disk Wizard

Completing the Create Virtual
Disk Wizard

You have successfully completed the Create Virtual Disk
Wizard.

To close this wizard and create the vitual disk, click Finish.

<Previous Cancel
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PowerVault NX1950 =101x]|
i3 Ele Action Vew Window Help ‘;Iilil‘
€= B2 |
(23 Powervault Nx1350 Virtual Disk Index_| Desciption [ size [ status TLum | Actions.

E)-&@ PowerVault N¥ 1350 Management Console {Local) =] virtual Disk 0 100GE virtual disk for application A 97.66 GE Ide LUN D WUDSS_Target_01 a
£ share and Storage Management Virtual Disk 1 200GB virtual disk for application B 195.316G8 Ide LUN 1
File Server Resource Manager More Actions v
B Storage Manager for SANs

= LUN Management
- Subsystems
*- = Drives
Disk Defragmenter
Disk Management

% DFS Management

Wicrosoft Services for NFS
@ Wicrosoft iSCSI Software Target
- @B ISCSI Targets

&3 Devices
@ Snapshots

{5 Indexing Service on Local Machine

5 Locsl Users and Groups (ISCSITEST)

Event viewer (Local)

] Performance Logs and Alerts

‘m# Dell Management Tools
¥ Dell OperManage
&) Dell Modular Disk Starage Manager

]
2}
2}
]
=}

The iSCSI target device view shows the total volume size and the free space remaining
on the device that is available for iSCSI targets.

PowerVault NX1950 3|
iy Ble  Acton View Window Help ‘ - ﬂ|5|‘
m e 2mss |
PonerVault 1350 Virtual Disk Index | Description [ size [ status [ Access By | Actions.
E1-&9 Powervault Nx1350 Management Consale (Local) Virtusl Disk 0 100G virtual disk for application A 97.66G3  Ide  WUDSS_Targst D1 Devices o
-7 Share and Storage Management Virtusl Disk 1 200GB virtusl disk for application B 195.31G8  Ide  WUDSS_Target 01 §
File Server Resource Manager Mare Actions v
-5 storage Manager for Sals

i3 LUN Management
£ subsystems
rives
isk Defragmenter
Disk Management
DFS Management
Wicrosoft Services for NFS
-3 Microsoft ISCSI Software Target
- @B iSCSI Targets
WUDSS_Target_01
= Devices
@@l Snapshots
5 Indexing Service on Local Machine
G Local Users and Groups (ISCSITEST)
Event Viewer {Local)
] Performance Logs and Alerts
E)-am# Dell Management Tools
¥ Dell OperManage
&) Dell Modular Disk Starage Manager

©) {Unallocated)
Digk 0 | | 1200GBNTFS (System) 55.71GB

67.75GB Free space: 1.51GB

= WUDSS_Vel (N:)
— 501.00 GE NTFS
501.00GB space: 207.95 GB

The target side configuration is now complete.

Initiator Configuration Steps

Configure Multi-path I/O from Application Host

To configure multi-path iISCSI 1/O for the initiator that uses the Dell NX1950 iSCSI
targets, follow the directions for Microsoft Multi-path I/O from the Deployment section of
this document above.
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Basic Performance Results

The following performance data is not intended to be viewed as a comprehensive
performance benchmark, but to provide a general performance overview for the Dell
PowerVault NX1950 Networked Storage Solution.

Selected performance results are shown below, using a standard server-class network
adapter, without receive-side scaling on the host. This configuration used two paths from
one host, two 1/0O workers, simultaneously accessing two target volumes and a queue
depth of 20. Each volume shared round-robin access across both paths.

Megabytes per Second

Sequential Read Sequential Write
180 200
180
160
—e— DELL-NIC-STD-2
160
140
Queue depth = 20
140 Paths =2
120
E g 120
S
3 100 @
7] @ 100
o 7]
g 8 2
o @ 80
s =
60
60
—e— DELL-NIC-STD-2
[0 40
20 Queue depth = 20 20
Paths =2
0 o
5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K ™M 5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M
Block Size Block Size
Sequential Read Sequential Write
30,000 8,000
7,000
25,000
—— DELL-NIC-STD-2 —e— DELL-NIC-STD-2
6,000
20,000 QEDCEMSEY Queue depth = 20
g Paths =2 G659 Paths =2
2 E
S S
o 53
@ 3
@ 15,000 & 4,000
o I}
o o
@ 7y
o 9 3000
10,000
2,000
5,000
1,000
0 0
5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M 5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K ™M
Block Size Block Size
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EqualLogic® PS3800XV

The EqualLogic PS3800XYV is an iSCSI target -
solution that includes a RISC-based, dual- #
controller disk subsystem with 15K RPM, 146GB -
SAS disk drives totaling 2.3 TB of raw capacity

per module. It includes battery-backed and mirrored RAID cache, and its storage can be
configured for RAID 5, RAID 10 or RAID 50.

EqualLogic’s iISCSI SAN solutions encompass advanced automated and intelligent
management features, which continuously load balance and optimize the SAN to meet
applications performance and capacity needs. In addition to the fault tolerant and fully
redundant design of the PS Series, they also include an extensive set of data protection
features such as snapshots, remote replication and fast fail back, providing the tools needed to
setup a robust yet simple Data Protection and Disaster Recovery strategy. The PS Series offer
multiple models with different drive capacities and speeds allowing for an efficient set up of
different pools of storage to enable appropriate service levels for individual applications.
EqualLogic has early on joined Microsoft Simple SAN program to provide, affordable, enterprise
class, SAN solutions that are easy to setup manage and scale.

SIMPLIFYING NETWORKED STORAGE ™

Target Configuration Steps

To install the EqualLogic PS3800XV solution from factory settings, a computer must be
connected via the supplied serial cable to the PS3800XV array. The Quick Start Guide steps the
administrator through the process of connecting all the cables properly and running the Group
Manager Setup Utility to perform the basic system configuration.

EqualLogic also provides a Host Integration Tools CDROM that provides the VDS and MPIO
drivers and the auto-snapshot manager to use with the EqualLogic array. These were installed
from the CD on the iSCSI initiator hosts. If the EqualLogic Multi-path Device Specific Module
(DSM) is installed, a system reboot will be required. The multi-path DSM is required for multi-
path operations.

1. Configure Network Settings for iSCSI Target Device

The Group Manager Setup Utility, run from a computer connected via serial cable or
Ethernet connection to the PS3800XV array, asks the administrator to specify the IP
address and related network settings for the primary Ethernet connection and the name
of the logical group and its IP address. The utility program HyperTerminal was used to
communicate with the array.
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Enter the network configuration for the array:

Member name []: Demartek
Network interface [ethO]:

IP address for network interface []: 192.168.0.231
Netmask [255.255.255.0]:

Default gateway [192.17.2.1]: 192.168.0.1

Enter the name and IP address of the group that the array will join.

Group name []: Demartek
Group IP address []: 192.168.0.230

2. Launch Management Console

The management console is first launched via a 32-bit web browser. After logout, an

option is displayed that provides a stand-alone JAVA application to use for the
management console.

— Demartek Grou p Manager

= EQUALLOGIC®
Group Demartek L

&} Group Demartek 8L
% Group Configurstion

~10jx|

Account: grpadmin  Logged in 22707 3:56:49 PM “ Logout

EHE volume Collections

B @ Replicstion Partners

@ Creste storage pool
Administration

@ Group configurstion
@ Group monitaring
@ Storage pools

ldh Moritcring Activities Group Information
ﬁ Events (2 new)
B Storage Pools - Group Demartek General Settings Snapshots Collections
o default . Group hame: Demartek Shapshots: 0 Wolume collections: 0
O [l members Getting Started IP address: 192.168.0.230 Orline: 0 Snapshct collections: O
mDemaﬂek @ Creste volume. Location: default Inuse: 0 Custom snapshot collections: 0
@ Creste account
B @ voumes

Group Disk Space

Total group capacity 0 MB
B Used by volumes 0 ME
Bl Reserved for snapshots 0 MB

® Group space utiization

' RAID level space distribution

: ﬂe‘mhem 1 Reserved for replication 0 MB ) Storage pool capacity
@ R:Ql;:;?an & Delegsted space 0 ME ' Delegated space utiization
@ Collect B Fres space O ME
ollections
Replication

@ Configure parther Storage Pools and Group Members

? Member exists with unconfigured RAID policy. Select member to configure its RAID policy.

Storage pool default
Capacity 0 MB

Wiewy legend

Ne outstanding alarms

3. Create Volumes on Disk Array

Before Volumes can be created on the array, the RAID policy must be set. The Quick
Start Guide provides the step-by-step instructions to set the RAID policy.
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wamning

RAIDset on the member is not configured.
Do you want to configure the RAlIDset now ?

v Yes x Ho

Java Application Window

x
Step 1 of 3 - General Settings

General properties:

* hember narme: |Demartek

Description: IDemar‘tek memkber

Storage pool assignment:

Storage Pocl Capacity Free Drives

[ default 0MB OIMB SAS
Create nesy poal

Member is currently assigned to storage pool default.
The table shows the current pool space statistics.

& pack Mewt P . o7 Finish 38 cancel

Java Application Window
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Step 2 of 3 - RAIDset C
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X
igurati
GEATD il After selecting the RAID palicy, you can
T RAD-50 change it only in certain cazes az followes:

(w RaD-10 RAID-10 to RAID-30
y . RAID-10 to RAID-5
(_' ¥

RAD-2 RAID-30 to RAID-5

Expand group capacibye
W Immedistely expand group capacity

T Wiait urdil the member storage inftialization completes

€ Back Hext o ren 38 cancer

Java Application Window

Summary of member settings:

Member Settings

Member name: Demartek
Storage pool: default
Description: Demartek member

RAID Configuration

RAID policy: RAID-10

Estimated member capacity: 92071 GB
Expand group capacity: immediate

&€ Back oo
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— Demartek Group Manager

I =] o3
= ® Account: grpadmin  Logged in 22707 411:52 PM Logout
e |
@ Group Demartek Member Demartek 1k
% Group Configuration
e raonitoring Ac ies Status: l Enclosure l Contrallers 1 Disks l Metwork l Service I
E Everts (11 new)
= Storage Pools <. Member Demartek N
° 2 General Member Information
@ defaut
Member
BVl Members & Modify member seftings Status: @ online No space data available Total disks: 16
il Demertek @ Modify RAID confiquration Storage pool: default Disks in use: 14
B @ voumes & Delete member Firmwrare: v3.1.0 (R47948) Spare disks: 2
=Mones . Current connections: 0 Failed: 0
2@ volume Callections Monitoring ] —
“none= @ Start LEDS flashin Description: Demartek member
= ﬂ Replication Partners Statistics
=Mones & Disks

Member Status
@ hetwork interfaces

@ |P counters R Front view [ Rear view Member Health

& TCP courters % o critical slarms
@ UDP courters & o warnings

RAID Status

RAID policy: RAID-10

RAID status: verifying
Progress: 0%

Capacity svailable: immediste
Disks: 16 (SAS)

No outstanding alarms

The array began to apply the RAID policy of RAID-10 across all disks.

Volumes are created using the “Activities” panel of the management console.

Demartek Grou dows Internet Explorer ol x|
@E" 7= http:/192.168.0.230/ =1 [ #2 || fuive Search 2l
File Edit Mew Favorites Tools Help
i:? R’k "'—‘_‘DemartekGroup Manager | | ﬁ = E T @ A Ijgage - @Tgu\s -
e EQUALLOG 1 c® Account: grpadmin  Logged in 2/28/07 2:05:33 PM “ Logout

(&) Group Demartek Group Demartek

% Group Configuration

| Maritoring Activ 5
Everts (43 new)

Group Information

@ Storags Pools . Group Demartek General Settings A Collections

Il Members Getting Started Group name: Demattek “olumes: 0 Snapshots: O ‘olume collections: 0
B volumes B C':L“ate \?Dlu?ne IP adcress: 192.168.0.230 oniine: 0 online: 0 Snapshat collections: 0
n “olume Collections D — Location: default Inuse: 0 Inuse: 0

@& Create account

@& Creste storace pool
Administration

@ Group configuration

Custom snapshot collections: 0
@ Replication Partners

Group Disk Space

X " Total group capacity 914.49 GB ® Group space uiiizstion
rioup montoring
& Storags podls B Used by volumes 0 ME (0.0%) ) RAID level space distribution
=lorage pooks
& Menmb B Reserved for snapshots 0 ME (0.0%) c

@ Velmi Ul Reserved for replication 0 ME (0.0%) Starage podl capacty

& Hio Tm:ts B Delegsted space 0 ME (0.0%) () Delegsted space utiization
. c—e“l";ﬁ B Free space 514.49 GB (100.0%)

ollections
Replication

@ Configure partnier

Storage Pools and Group Members

Total group members: 1 Wiewy legend

Storage pool default
Capacity 914.49 GB (100.0% free)

Neo outstanding alarms

T[T [T [ [/ stdstes [Rwo% - 4
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General settings:

* Wolume name: |EQ-VOI-D1

*Yolume size: (100 CME O GE

Description: |EQ 10056 volume for application & on host 1

Snapshot space reserve:
Snapshot reserve: 100 % of volume size

Storage pool assignment:

Storage poal: |default [current pool assignment) j

o Storage pool default

[ | curent

Java Applet Window

x
Step 2 of 3 - ISCSI Access

' Ho access

(@ Restricted access

[ Authenticate uzing CHAP user name:

EEE

V| Limit access by [P address (asterisks allowed):

182168.0101

[ Limit sccess to iSCS intistor name:

& Back Hext P @ Finish 3 cancel

Java Applet Window
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ﬂ

P ry of voll i

General Settings

Yolume name: EQ-Yol-01

Storage pool: default

Size: 100.0 GB

Deszcription: EG 100GE volume for application & on
host 1

Snapshot Settings

Space reserve; 100 % of volume size
Lowy space warning level: 10%

Space recovery: delete oldest snapshot

I5CSI Access

Restricted iSCSl access
CHAP authentication: Mot set
IP address: 192168.0.101
Initistor: Mot set

& Back ewt

x Cancel

Java Applet Window

Demartek Group Manager - Windows Internet Explorer

ol x|
@E}v |72 ripi 192, 168.0.230/ =l [#2][5¢] [rve searen 2

File Edit View Favorites Tools Help

i:? ﬁ'ﬁ r—-_.Demarhek Group Manager | |

= EQUALLOGIC®

0 Group Demartek
Group Configurstion
| Moritoring Ac
Events (44 new)
Storage Pools

i - B - = - = Page - (G Tooks -
%@ Logout

Group Demartek \'l

Account: grpadmin  Logged in 22507 2:05:33 PM

(-1 Group Information

. Group Demartek General Settings A

Collections

28 volume Collections
<nones

& Group configuration

@ default - Group name: Demartek Wolumes: 1 Snapshats: 0 Wolume collections: 0
Sl Metbers Getting Started IP address: 192.163.0.230 online: 1 Online: 0 Snapshot colections: O
Wl Drerriartek & Creste volume Locstion: defautt Inuse: 0 Inuse 0 Custom snapshot collections: 0
= @ Creste account
e volunes @ Creste storage pool -
B ee-val-m . i Group Disk Space
Administration

Total group capacity 914.49 GB ' Group space Uiization
B Used by volumes 10000 GB (10.9%)

Bl Reserved for snapshots 100.0 GB (10.9%)

& Group monitoring
@ Storage pools

5§ Replication Fartners

' RAID level space distribition
=none=

: gelmﬂ L1 Reserved for replcation O WS (0 0%) ) Storage pool eapacty

& Rm:m:f & Delegated space 0 ME (0.0%) () Delegsted space utiization
. B Free space 714.45 GB (78.1%)

@ Collections

Replication

@ Configure partrier Storage Pools and Group Members

Total group members: 1

Wiew legend

Storage pool default
Capacity 914.49 GB (78.1% free)

No outstanding alarms

| [T [ [ [ trustedsites H100% =

Four volumes were created.
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wdows Internet Explorer

— o] x|
6—: ~ [ htim:f/192.168.0.230/ \Ellgl [Lve search |2 |-

File Edit View Favorites Tools Help

5:? & "-—-_. Demartek Group Manager | |
- ]

= EQUALLOGIC

(£} Group Demartek Group Demartek

Group Configuration
I! honitoring

3 - B - - |:2rPage - {Gf Toos -

Account: grpadmin  Logged in 2/28/07 2:05:33 PM “ Logout

Group Information
Events (49 new)
@ Storage Podls - Group Demartek General Settings A Collections
o default N Group name: Demartek Volumes: 4 Snapshots: 0 Wolume collections: O
= [l Wembers Getting Started P address: 192.165.0.230 Oniine: 4 online: 0 Srapshot collsctions: 0
Tl Demartek @ Create volime Location: detfault Inuse: 0 Inuse: 0 Custom snapshot collections: 0
T @ Create account
2@ volumes @ Create storace pool =
@ Exvolm - Group Disk Space
B Ec-voloz Administration
B Ec-volos : éﬂpcu_nf_r:qm Total group capacity 914.49 GB ® Group space Utiization
Sl roUR monitoring
@ Ea-vol04 S B Used by volumes 400.02 GB (43.7%) ) RAMD level space distrisution
i =lorage pools
=@ olume Callections @ Memb B Reserved for snapshots 400.02 6B (437%) |
S » ﬁ C1 Reserved for replication 01 MB (7.0%) SHIEED [F3E) CEERY
= @ Replication Partners . m Ul Delegated space 0 MB (0.0%) () Delegated space utilization
=none= bemlegion B Fres space 114.45 GB (12.5%)
@ Collections
Replication
@ Configure partner Storage Pools and Group Members
Total group members: 1 [ view legend
Storage pool default
Capacity 914.49 GB (12.5% free)

No outstanding alarms

[ [ [ [ [ Trustedsites # 100% -

85



Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

Demartek Group Manage:

lows Internet Explorer

_1gf x|
7 = 0 [
@T:: ~ |72 hitp://192.168.0.230/ =l #2f] x| fuive search | £ -

File Edit View Favorites Tools Help

i:f & _l—'_.Demarhek Group Manager | |

R - B - @ - [heage - ook - 7
= EQUALLOGIC®

Account: grpadmin  Logged in 2/23/07 2:05:33PM 4§ Logout

@ Group Demartek Volumes 1l
% Group Configurstion
|dh_ Moritering Activities Group Disk Space
Evenits (49 new)
= o Storage Pools . Yolumes Total group capacity 914.40 GB ® Group space utiization
@ otaut Administration Bl Used by volumes 400.02 GB (43.7%) C' RAID level space distribution
Sl Members @ Creste volume Bl Reserved for snapshots 400.02 G (437%) c
T Demartek colloct 71 Reserved for replication 0 MB (0.0%) SRR [ TR
B @ volumes .u ;u“i"::flme S 8 Delegated space 0 ME (0.0%) ' Free storage pool space
RYR iulti-volume snapsnot
B Ea-val-01 M Free space 114.45 GB (12.5%)
B Ea-vol-oz
B eo-valoz
@ ea-vol-n4 Yolumes
= n Walume Collections i
— Total volumes: 4. Online volumes: 4
5] 15 Replication Partners . . .
e “olume | Storage Pool | Size | Reserve | Snapshots | Status | Permizsion | Replicated To | Connections
B Ec-vol-ol  defaut 1000 GE 1000 GB 0 @ online read-writs 0
B Ee-val-02  defautt 1000GE 1000GE 0 @ online read-writs a
B Ea-vol-03  default 1000GE 1000GE 0 @ online read-write a
B Ex-vol-04  defautt 1000GE 1000 GB 0 @ online  read-writs a

No outstanding alarms

| U [T [ [ [ [ [ tustedstes *,100% 'A
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wdows Internet Explorer — o] x|
@T;; ~ [ htim:f/192.168.0.230/ #3) (¢ [Lve searcn (2=
File Edit View Favorites Tools Help
5} ke "'—'_‘DemartekGruup Manager | | ﬁ - - @ - gﬁage - @ngs -
e EQUALLOG |c® Account: grpadmin  Logged in 22807 2:05:33 PM “ Logout
@ Group Demartek Volume EQ-Vol-01 )

Group Configuration

Events (49 new)

Snapshots 1 Replication 1 Collections 1 Schedules l

EH@ Storage Pools < Yolume EQ-Vol-01 y
@ y Access Control List
O default Volume
Sl ermiers @ Modity volume settings iISCS| access to the volume: restricted
1l Demertek @ Clone volume
2 @ volures @ Set volume otfline Applies to | CHAP uzer | IP acidress | iSCS! intistor [ fdd
= :2-:3-312 @ Set read-onl Ly volume & snapshots * 192 168.0101 * [ Moty
8 - @ Delete volume. D volume & snepshots  * TPETERED x B Delets
B Ex-vol-od Snapshots ) R volume & snapshots » 192.168.0.128 *
EHE volume Callections @ Modify snapshet seftings
=none= @ Create snapshot now
B Replication Parters & Restore from snapshat
UEIEE Schedules
@ Create schedule
Replication

@ Confiqure replication

Select access control record from the list to display details

No outstanding alarms

[T [ [ [ [ Trustedsites # 100%

87



Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

o
@: ~ [P hupyyie2. 168.0.230 =l 1[ ] [ve searen ol
File Edit View Favorites Tools Help

W e =t Demartek Group Manager | | fp - B - b - =k Page - {0 Tooks - >
e EQUALLOG |C® Account: grpadmin  Logged in 22507 2:05:33 PM “ Logout
@) Group Demartek Volume EQ-Yol-03 ]

% Group Configurstion

@ Events (49 new)

Snapshots l Replication I Collections l Schedules 1

EH@ Storage Pools < Yolume EQ-Yol-03 5
o@ deiaun Access Contrel List
\folume
Sl Merrkers @ Modify volume settings iSC5l access to the volume: restricted
I Dok @ Clone valume
5 @ volumes & et volume offins Applies to ‘ CHAP user | P address ‘ {SCSl intiator R Add
= Eg-xo:-gﬂz @ Set read-onl R volume & snapshots * 192 166.0115 * [ moify
51 EQ-V;-DS @ Delote volume R volume & snapshots  + 192.465.0123 B T Delete
B Ea-val-0d4 Snapshms ! R volume & snapshots  » 192.168.0130
EHE volume Collections @ Wodify snapshet settings
@ Creste snapshot now
= @ Replication Partners @ Restore from snapshot
Schedules
& Create schedule
Replication

@ Contigure replication

Select access control record from the list to display details

No outstanding alarms

[ - [ [ [ [ [ [ Tustedsites # 100% -é

4. Make Volumes Ready for Use

The Volumes are ready for use as soon as the LUNs are created in the previous step.

5. Create iSCSI Targets

The targets are created when the iSCSI initiator addresses are supplied in the LUN
creation step above. Access can be restricted to iSCSI initiators by their CHAP
credentials, IP address, IQN or any combination of those three parameters.

6. Create Multi-path I/O for iSCSI Targets (optional)

The EqualLogic system will use multi-path 1/O if at least two of its network interfaces
have been enabled, and the iSCSI initiator is configured to use multi-path 1/0. The
EqualLogic system will automatically choose the paths to use for each 1/O session. The
EqualLogic system may vary the paths chosen between I/O sessions. When the iSCSI
initiator is configuring multiple paths to the EqualLogic system, the iSCSI initiator will
only see the “group” IP address. The EqualLogic system will handle the multi-pathing
behind the “group” address.
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7. Configure Security for iSCSI Targets (optional)

/2 Demartek Group Manager - Windows Internet Explorer _1gf x|
@?: ~ |72 hitp://192.168.0.230/ = [#2][ | [uve searen ol

File Edit View Favorites Tools Help

ﬂf '1'% _l—'_.Demarhek Group Manager | | @ = E . @ = Iange = .:9} Tools = >
e EQUALLOG |c® Account: grpadmin  Logged in 272807 2:05:33 PM “ Logout
@ Group Demartsk " Group Configuration a0

% Group Configurstion

|dh Manitoring Summary Genetal l Administration I Matifications iSCSl l ShiwP l VDSMES l Advanced l

% Ewvents (49 new)

B Storage Pocls General Settings I icati
default Group name: Demartsk 1SCS5I Authentication
Sl Mermbers IP acidress: 192.165.0.230 iSCE initistor authertication Target authentication
B Demertek Administration Access [ Enable RADIS authentication for [SCS! intistors User name: | ZrJXHE2X ZHJXzbHZ
=08 ;D';ge\i‘d o Wieh access: enabled ¥/ Consutt Incally defined CHAP accounts first Password: |}rBxpHESREENEE.
8 ea-va.0z Telnet access: enabled w RADILS settings W Madif
S%2H access: enabled
B eo-valoz
B eo-val-04 E-miail Notifications
E-thail slerts: disabled ISCSI Discove
= Walume Collections
—nones E-mail Home: disabled . . ) )
iSNS servers, in order of preference ISCSI dizcovery filter
=] @ Replication Partners Event Logs
—nones Syslon logaing: disabled E\+ dd [ Prevert unauthorized hosts from dizcovering targets
tinclify
ISCSI Authentication g Delete If iI=CSl discovery fiter is enabled, the list of volumes returned
RADIUS: dizabled Al during iSCE| discovery is fitered based on CHAP configurstion in

Local CHAP: enahled volume access control lists.

% Down
SNMP Settings
SNMP access: dizabled
SNMP traps: disabled Local CHAP Accounts
VDSASS
Local CHAP user s | Password | Status [ faclel
Access: no access
[ todiy.
T Delete.

No outstanding alarms

[ [T [ [ [ [ mustedsites HI00% -

8. Make iSCSI Targets Ready for Use for iSCSI Initiators

No further steps are required to make the iSCSI targets ready to be accessed by the
iISCSI initiators.

Initiator Configuration Steps

1. Configure Multi-path 1/0O from Application Host

The management console provides the option to activate the other two network
interfaces on the array. This was done by enabling and maodifying the settings of the two
network interfaces that were not activated in the earlier steps.
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— Demartek Group Manager =13l =l
e EQUALLOGI c® Account: grpadmin  Logged in 22707 411:52PM 4@ Logout
@ Group Demartek ~Member Demartek [’[4'}
\% Group Configuration
i Moritoring Activities Statuz l Enclosure l Contrallers l Disks ~ Metwork l Service 1
Events (11 nesw)
B @ Storsge Pools < Member Demartek
oo degfaun Status of Network Interfaces
Member
Il Wembers i Interface eth0 Interface eth1 Interface eth2
& Modity member settings
il Demartek @ Modity RAID configuration Cperational status: @ up Cperational status: & down Cperational status: & down
B@ volmes & Delete member Changed: 2/27/07 3:33:58 PM Changed: 2027107 3:33:38 PM Changed: 2/27/07 3:33:38 PM
=none= o Requested status: enabled Reguested status: disabled Requested status: disabled
B olume Collections Monitoring ) Speed: 1 Ghps Speed: 10 Mbps Speed: 10 Mbps
=none= & Start LEDs flashin MTU size: 8000 bytes MTU size: 1500 bytes MTU size: 1500 bytes
=] @ Replication Partriers Statistics Packet errors: none Packet errors. none Packet errors. none
=MOnE= @ Disks
@ Metuwork interfaces IP Configuration
@ P courters
@ TCP counters Default gateway: 192.1685.01 Moty
@ LDP counters
Irterface IP &cldress hetmask MAC address Description
ethld 192.168.0.231 255.255.2550 0009820206E5
ethl 000982020666
eth2 00098 202068E7

No outstanding alarms

Each of the unassigned network interfaces, ethl and eth2, were assigned an address

and activated. All three network interfaces must use the same subnet mask and default
gateway.

Meodify IP settings of network interface il

Enter IP address and subnet mask for interface eth2.
Please note that default gateway setting is common for
all member’s interfaces and can not be modified here.

IP address: |

Subnet mask:

Default gateway: 192.168.0.1
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lmix]
e EQUALLOGI GE Account: grpadmin  Logged in 22707 411:52PM  §@ Logout
@ Group Demartek - Member Demartek

Group Configuration

i Wonitoring Activities Status ] Enclosure ] Cortrollers ] Disks  Metwork l Service 1
Everts (11 new)

B @ Storage Pools <. Member Demartek
Oo degfaun Status of Network Interfaces

Member
3l Wemmbers @ Modity member setings Interface eth0 Interface eth1 Interface eth2
Tl Demartek: @ Modify RAID confinuration Operational status: @ up Operstional status: @ up Operstional status: @ up
=) ﬂ Volumes @ Delete member Changect 202707 3:33:58 Ph Changed: 22707 4:18:20 Pl Changed: 22707 4:19:17 PR
o Requested status: enabled Requested status: enabled Requested status: enabled
= n Waolume Collections Monitoring Speed: 1 Ghps Speed: 1 Ghps Speed: 1 Ghps
@ Start LEDs flashing MTU size: 9000 bytes MTU size: 9000 bytes MTU size: 9000 bytes
= @ Replication Partners Statistics Packet errars:. nane Packet errars: nong Packet errors: none
4 Disks
@ P counters
@ TCP counters Default gateway: 192.1685.01 Moty
4 UDF courters
Interface IP zddress Metmask MAC address De=cription
“ Interface ethd eiho 192.158.0.231 255.255.255.0 00096AD20655 LanN connection 1
Administration ethl 192165.0.232 255.255.255.0 000982020666 LAN connection 2
@ Modity P seftings eth2 192168.0.233 255.255.255.0 000984020667 LAN connection 3

@ Modity description
@ Dizable interface

Statistics

A W b

No outstanding alarms

The EqualLogic MPIO DSM (Device Specific Module) must also be installed onto the
iISCSI initiator hosts. The DSM is available on the Host Integration Tools CDROM or
from EqualLogic’s website.

Select Components -
= EQUALLOGIC

SIMPLIFYING N

EqualLogic Femote Setup *wizard
quallogic Auto-Snapshot Manager

Installshield < Back | | Nest » Canicel
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= EQUALLOGIC

SIMPLIFYING

Maintenance Complete

fuilly.

Cancel

Instalshield < Back | ‘
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Basic Performance Results

The following performance data is not intended to be viewed as a comprehensive
performance benchmark, but to provide a general performance overview for the
EqualLogic PS3800XV Solution.

Selected performance results are shown below, using a standard server-class network
adapter, with receive-side scaling on the host. This configuration used two paths from
one host, two 1/0O workers, simultaneously accessing two target volumes and a queue
depth of 5. Each volume shared round-robin access across both paths.

Megabytes per Second

Sequential Read Sequential Write
140 250
120
200
100 —#— EQ-NIC-STD-2
°
2 2 150
S & 3
8 ] Queue depth = 5
= — Paths = 2
2 2
o
60
a @ 100
= —¥—EQ-NIC-STD-2 =
40
50
Queue depth = 5
2 Paths = 2
0 0
512B 1K 2K aK 8K 16K 32K 64K 128K 256K 512K M 5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M
Block Size Block Size

IOs per Second

Sequential Read Sequential Write

40,000 9,000

35,000

30,000

—#— EQ-NIC-STD-2 6,000 —#—EQ-NIC-STD-2

25,000

20,000

|10s per Second

Queue depth = 5 Queue depth =5

I0s per Second

5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M 512B 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M

Block Size Block Size
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HDS TagmaStore™ AMS1000

The HDS TagmaStore AMS1000 is an iSCSI target T

solution that includes a dual-controller disk subsystem H I A H I
with SATA and/or Fibre Channel disk drives with raw

capacities up to more than 200 TB. It includes cache DATA SYSTEMS
binding, cache partitioning and a variety of hardware copy and management functions. In the
iISCSI configuration it supports RAID 1, RAID 1+0, RAID-5 and RAID-6. The AMS1000 supports
iISCSI, Fibre Channel and NAS protocols with the additional benefit of supporting two protocols

simultaneously.

Hitachi's Adaptable Modular Storage is enterprise class storage designed and priced to meet
the needs of small and medium businesses. The AMS line supports FC and iSCSI protocols and
consists of three models, AMS200, AMS500 and AMS1000 and cost effectively support storage
needs from under one terabyte to over 300 terabytes with the AMS200 and AMS500 being
upgradeable in the rack. The AMS models have many features unique to the modular market
including: RAID 6 (dual parity for highest availability); modular volume migration (non disruptive
movement of volumes within the storage array); cache partitioning (allotment of cache memory
size to specific applications) as well as support for both Fibre Channel and Serial ATA disk
drives. When combined with Plug and play kits for Microsoft Simple SAN, Windows servers
attached to AMS storage models can easily manage their storage as well as their entire storage
area network.

Target Configuration Steps

1. Configure Network Settings for iSCSI Target Ports

The AMS1000 is initially configured for access by the Storage Navigator Modular
software. Change the Storage Navigator Modular setting from "Operation Mode" to
"Maintenance Mode". Select the desired AMS1000 array. From the Array System viewer
select "Tools/Configuration Settings/iISCSI tab" to change the network settings for the
iISCSI ports.
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Configuration Settings x|

Array LUnit IDFTDDH_??DlDSSD

Boot Ontions | Systermn Parameter | LAN | Maintenance Lan | LAM Port Mumber | Port Options | Restore options | online verity | constitute
i5C3l I i8NS | Ping | Micro Update | RTC | Time Zone | FormatMode | SWMP | Password Protection | Eackend Diagnosis

Cantroller 0 Cantroller 1
’7 Faort 0A Part OB | ’7 PDrﬂAl Part 1B |
IP Address [192.168.1.51
Subnet Mask |255. 255. 255.0
Default Gatevvay ID.D.D.D
Paort Mumber |3260

Keep Alive Timer(sec) |60

MTU |1500
Ether Address [00:00:87:66:E8: 72
Result INormal

Refrash Apply Reset

Close |

Launch Management Console

The AMS1000 management console, also known as Storage Navigator Modular,
provides access to all array management functions.
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4 prray System Yiewer (=] 4]
File View Setftings Tools

Array Unit IDF?DDH_??DlDSSD [® ) @@H@@ ) HE@‘@E

Component Status  Lodical Status |

=-[El DF700H_77010550
& RAl
[

LLIN - Capacity RAID Group RAID Level D-CTL= | C-CTL* Stripe Size

- Targets
=8 Fort 04
33 CHAP User
-] ooo:To00
W Options
== Logical Unit
By |nitiatar
] 001:04
-8 Part 0B
333 CHAP User
—ix]] 000:TO00
o Options
== Logical Unit
Py |nitiator
=ik 001:08
g Options
== Logical Unit
Py |nitiatar

EB Port 14

@ Port1E

FHET Azcess Made

ﬁ Spare Drives

@) Differential Management
vy Command Devices

%j License Key
=y LLIN Expansion

d| | )l | H

3. Create LUNs on Disk Array

To create a LUN, the “Create Logical Unit” option is selected. This particular array was
previously configured as a RAID 1+0 by the hardware field engineer.

Create Logical Unit x|
B Legical unit

foo
RAID Level © RAIDT+0{FD+700
Type . FC

1GE 9342GE

Detail == |

Ok Cancel
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Note — It is important at this point to note that the storage solution LUN size should not
be confused with the size of the iISCSI target. The iSCSI target will be configured in a
later step and is associated with the storage needed for a particular application on the
host server. It is recommended that the LUN size on the storage hardware be as large
as reasonably possible to allow the storage subsystem to optimize the use of the
physical disks underlying the LUN that is created. In this case, as shown below, we are
choosing to create one LUN at the maximum size available for this hardware. The iSCSI
targets created later will fit into this one LUN, based on the needs of the host application.

x
B Logical unit
ical Unit Mo. IDDDD
ntroller IController ] LI
oo
RAID Lewel : RAIDT+0(7D+70Y)
Type D FC
934 =R
1
A
1GB 934 2GB
Detail == |
Ok | Cancel |

After the confirmation window appears and is accepted, the LUN is created.

® Are you sure you want to create the logical unit?

ok | [i

Cancel

|

The logical unit has been created successfully.

The management console shows the configuration.
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é Array System Yiewer _|E||i|
File Wiew Seftings Tools

Array Linit IDFTDDH_??DlDSSD @ @H@ " | @HE@‘@E

Component Status  Lodical Status |

=Bl DF700H_77010550 ogical Units
'f@ RG-00(RAIDT+ )il 934.0GE 00|RAIDT +0(7 0+ 7D} i 1] 6
- Targets
=@ Port oA
3% CHAP User

—Hiall 000:TO00
W Options
== Logical Unit
Py |nitiator
Fefig] 001:04
=@ PortoB
33 CHAP User
—-ia)] 0007000
W Options
== Logical Unit
2y |nitiator
=-iaj] 001:0B

W Options

= Logical Unit

= |nitiatar
@ Port 1A
B Port1E
T Access Mode
Spare Drives
y Differential Management
Command Devices
License Key
LUK E¥pansion

Kl | o 3|

4. Make LUNs Ready for Use

The LUN must be formatted before it can be used by the hosts requiring storage. The
format process runs in the background in the array and the LUN can be presented to
hosts while the format operation is taking place.

E

® Are you sure you want to farmat the logical unitis)?

Ok
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x

The format was started.

5. Create iSCSI Targets
The LUN must be mapped to an iSCSI target before an iSCSI initiator can access it. This

LUN will be mapped to two iSCSI targets, and then multi-path information will be applied
at a later step.

Modify Mapping

x|
l Mapping
m
[o00:To00
LETI N  Mapping Information
H-LLIrM | LM Mapping Guard Capacity RAID Group RAID Level D-C

a000|Disable 434.0G58

O0|RAIDT+0{FD+7 0

_a | v |
~Availahle Logical Units

| H-LLIM | LLIM = Capacity - RAID Group = RalD Level = O-CTL -

ooz oooz

oo3 oon3

oo4 0oo4 I -

ooa 0oo& - N .

oog nnne - I hd
nnr [ Hi | _>|_I

Ok | Cancel |

The LUN is selected and it appears in the lower list. This LUN is mapped to target

000:T000 which belongs to port OA. The port number will be used later as the internal
target identifier.
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Modify Mapping |

B mapping
T -
IDDD:TDDD

LETIsI W | fdapping [nfarmation

H-LUNM | LUN |  MappingGuard | Capacity | RAID Group RAID Level D-C
4] | i
_A | v |

~H-LUM ~Available Logical Units
LR = Capacity = RAID Group = RAID Level = D-CTL =
934 0GE Oo0/RAIDT+0 IT |:]+,-"'|:]:|

0001 -]
002 00032
003 0003
004 0004
005 NG -
Mk = J | _'l_l

6. Create Multi-path I/O for iSCSI Targets (optional)

The multi-path functions are handled by the Hitachi Dynamic Link Manager (HDLM)
MPIO DSM that is installed on the application host server.

7. Configure Security for iSCSI Targets (optional)

The iSCSI target properties include the CHAP information, which can be set by choosing
the authentication method drop-down box.
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x
I—
foo1 |

[pa
Authentication Method IHDnE LI
AP Infarmation CHAF Algarithm Im)s
Two-Way Authentication = Epable ¢ Disable
User Mame I
Secrat I

Secret Gonfirmation I

imm.1394-04.jp.co.hitachi:rsd.d7h. ©. 10550

Ok | Cancel |

Make iSCSI Targets Ready for Use for iSCSI Initiators

The iSCSI initiator is assigned to the iSCSI target. Because multi-path has been
selected, the same iSCSI initiator is assigned to targets OA and OB.

é Array System Yiewer _|E||1|
File Wwiew Seftings Tools

Array Unit IDF?UDH_??DIDSSU [* ) @@‘ (3| HE@‘@E

Component Status  Logical Status |

=B DF700H_77010550
% RAID Groups Mame ~ ISCEI Mame =
T Targets |iqn.1991—05.cDm.micrnSDﬂ:gatetesb{64.ntde\r.corp.microsuﬂ.com |
=@ Fortoa
31 CHAP User
iuj] 000:TOOD

W Options
== Logical Unit
By |nitiator

il 001:0m

W Options
= Logical Unit
£ nitiator]
=@ Port 0B
323 CHAP User
] 000:;TOO0
FHiil] 001:08
W Options
= Logical Unit
Py |nitiator
E Port 14
Fort 1B
4T Access Mode
Spare Drives
gy Differential Management

vy Command Devices
License Key
) LUM Expansion Kl | ]

iI I _’I Setting |
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é Array System Yiewer _|E||i|
File %iew Seftings Tools

Array Linit IDF?DDH_'??DlDSSD @ @@‘ ¥ | HE@HEE

Component Status  Lodical Status |

=Bl DFF00H_77010550
‘% RAID Groups Mame « S¢S Name =
—-T Targets Jign.1991-05.com.microsoftnatetestd4.ntdev.corp.micrasoft.com [
=@ Port D&
%3 CHAP User
Juj] noo:Toon
W Options
== Logical Unit
=t Initiatar
2wl 001:04
W Options
== Logical Unit
By |nitiator
=@ FortoE
%3 CHAP User
4] 000:T000
[=iwl| 001:0B

W Options

== Logical Unit
L initiator|

EQ Port 14

@ Part1E

T Access Maode

Spare Drives

) Differential Management

Command Devices

License Key
LUN Expansion Kl | |

‘I I _’I Setting |

The target is now ready for use.

Initiator Configuration Steps

1. Configure Multi-path I/O from Application Host

Hitachi uses the Hitachi Dynamic Link Manager (HDLM) to manage multiple-path I/O.
HDLM is implemented as a Microsoft MPIO DSM which is onto the application host
server.
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.Il”_ Dynamic Link Manager

HJ.M Dynamic Link Manager

B =11 -
Managed object- (LU} 0000

il host Type: ¥ Owner path [ MNon-ownerpath  Status: M7 [Fu" Fah, [V, Onine Oflne ClearData  Export CSY

- HITACHLAMS. 77
_omm ﬂl__——----.

rd nooooo 0006.0000.00.. HITACHLAMS 77010550  DFEDOF oooo
rd ooooot 0006.0000.00.. HITACHLAMS 77010550 DFEOOF oooo = 0B 1} Ol

4l | v 4l | i
wstartl J @ é J é Storage Mavigator Ma... I é; Array Syskem Yiewer | e E:Y | w HDS5_HDLM_Paths.bm... | %’g 335 PM

Dynamic Link Mana...

The two paths are assigned to the same iISCSI initiator in the HDLM software so that the
iISCSI initiator software can take advantage of the multi-path options.
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r’-‘ Dynamic Link Manager

HJ.M Dynamic Link Manager

Configuration
Managed object- (LU 0000

i@ host Type: [ Ownerpath [ MNor-ownerpath  Status: 8 o7 [, 2, Orline. ofiine
S8 HITACHLAMS 771

CHAD {Owner Path)

The Microsoft iISCSI initiator software is then configured for multi-path in the standard
fashion.
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Basic Performance Results

The following performance data is not intended to be viewed as a comprehensive
performance benchmark, but to provide a general performance overview for the HDS
TagmaStore AMS1000 Solution. Performance will vary depending on drive speeds,
number of drives, applications and many other factors.

HDS has a significant body of performance information available that will accurately
represent the performance ability of the AMS 1000. Please contact HDS for more
detailed performance data.

Selected performance results are shown below, using a standard server-class network
adapter, with receive-side scaling on the host. This configuration used two paths from
one host, four I/O workers, accessing four target volumes and a queue depth of 10.
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200 160

140

=
@
8
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100

MB per Second
g

MB per Second
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50 —=— HDS-2 °

20 =
Queue depth = 10 Q“e‘fm‘:‘es"i"z B
Paths = 2
0 0
5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K M 512B 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M
Block Size Block Size
Sequential Read Sequential Write
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—#—HDS-2 —8-HDS-2
Queue depth = 10 =
40,000 Paths = 2 8,000 Queue depx_n =10
Paths = 2

30,000 6,000
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20,000 4,000

10,000 2,000

0 0
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Block Size Block Size
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HP StorageWorks 1200 All-in-One Storage System

The HP StorageWorks 1200 All-in-One Storage

System (Ai01200) is based on Microsoft Windows /,'[ J YA

Storage Server 2003 R2 (WSS) and the Microsoft L' |n OWS _

iISCSI software target. It is a unified NAS device and Storage Server2003 R2

iISCSI target solution which also includes integrated
data protection software and a management console designed for IT generalists who may be
new to storage configuration. The AiO1200 is built on the HP ProLiant hardware platform and
has a disk subsystem of 12 internal SATA or SAS disk drives available in various storage
capacities. The HP All-in-One Storage System is also available in 4 and 6 drive configurations
all of which support external storage expansion to direct attach storage enclosures. The version
tested for this report included 12 drives and 3.6 terabytes (TB) of raw storage capacity.

The HP All-in-One Storage Manager (ASM) is a unique toolset which is included in the AiO and
is designed to reduce the time, expense, and expertise required to deploy and manage storage
resources. ASM hides much of the complexity traditionally associated with storage configuration
and presents storage in an application-centric context rather than a storage-centric view. The
toolset integrates with several Microsoft applications and includes data migration tools for
Exchange Server 2003/2007 and SQL Server 2000/2005. The following configuration steps will
illustrate how storage can be configured using ASM or how other system-level tools can be
used for more granular control.

Target Configuration Steps

1. Configure Network Settings for iSCSI Target Device

The main HP All-in-One management console includes a “Rapid Startup Wizard” which
automatically launches at first boot and is used to simplify initial system configuration.
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':14 HP All-in-One Storage System Management

Eile  Action Miew Help

18 x]

e > 2

-] Al-in-One Storage Manager
é Starage Management
a File Server Resource Manager
DF5 Managerment
Disk and Yolume Management
Eg Storage Manager For SANs
=) LUM Management
g Subsystems
&= Drives
Disk Defragmenter
Disk Management
ﬁ Single Instance Storage
B8 Indexing Service
[ % Share Folder Management
-e_‘ Metworking
G' System Settings
~d) Services and Support

h HP All-in-One Storage Systern Management (Lo

i

Welcome

Use the categories below to quickly and easily configure your All-in-One Storage System.

| .| Storage Hosting

4 Status - OK

| @ Storage Management

|% Share Folder Management

| e_‘ Networking

| B- System Settings

) Utilities
The fallowing tooks are installed on your server,

£ Bapid Startup Wizard g‘l Check for updates
Quickly set up important components of pour
All-in-One Starage System.
&3 Sustem Management Homepane
The HP System Management Homepage is a
web-based interface that consolidates and
simplifies the management of individual
ProLiant Storage Servers.

|@ Services and Support

Actions

HP All-in-One Storage System M...

System Tools
,J System Properties

Q Computer Management
@ File Server Management.
g Local Users and Groups
Event Viewer
a Rapid Startup Wizard
e_-‘ Remote Access Settings

Wiew 3

@ Help

The Rapid Startup Wizard includes a place to set the network configuration. This system

was configured to use DHCP on its three Ethernet network interfaces.

Rapid Startup ard

Welcome to Hapid Startup Wizard

Thiz wizard will guide you through setting up vour system. Mo changes will take effect until you conpletely
finizh the wizard, except where specified.

[rate/Time
Administrator |dentity
Alert E-mail Matification
Integrated Lights Out
SHMP Settings
Metwork Interfaces
Server Name

Summary

This wizard will guide pou through the setup of the following settings:
+ Date and Time Settings

+ Administrator Account

* Alert E-Mail Matific:ations

+ |ntegrated Lights Out (iLD)]

+ SMMP Settings

= Metwork Interfaces

= Server Name

To continue, click Next.

|

<Back Cancel Help
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2. Launch Management Console

All the storage management functions for the HP StorageWorks 1200 All-in-One Storage
System are performed from the management console, shown below.

| HP All-in-Dne Storage System Management =181

File  Action  Wiew Help
S CIEIE]

h HP All-in-One Storage System Management (Lo
-~ Allin-Cne Storage Manager HP All-in-One Storage System M... ~
=% Storage Management

- a File Server Resource Manager Welcome
E DF3 Management

=8 Disk and Yolume Management
Eg Storage Manager For SAks Q Computer Management
i) LUN Management | .| Storage Hosting =
g Subsystems

Actions

System Tools
Use the categories below ta quickly and easiy configure your Allin-One Storage System, 'd Svstem Properties

@ File Server Management.

. Local Users and Groups
=] Drives | @ Status - 0K - g
Disk Defragmenter Evenit Viewer
Disk Management

| @ Storage Management

]

ﬁ Single Instance Storage
BB Indexing service

ﬂ Rapid Startup Wizard

1 iy Share Folder Management |% Share Folder Management > & Remote Access Settings

e_-, Metworking View 3
[ Systam Settings |€_, Networking -
- ) Services and Support @ Help

| [ System Settings

4

[ &) writties

4

|@ Services and Suppoit -

In the center section of the management console, several categories of management
functions are available.

3. Guided configuration: Link to the All-in-One Storage Manager (ASM)

ASM is an ‘application-centric’ management interface into the file shares and iSCSI
target storage on the AiO and shows capacity usage in terms of managed data areas.

ASM exists as the first node in the management console tree. The main ASM
management screen is shown below.
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& All-in-One Storage Manager

=) Fle Acton View Window Help ;IEIJ
2=

Actions

%5 Application View

All-in-One Storage Manager -

| Exchange 0 Bytes I o
®  Application View
El &2 Shared Folders 125GB Storage View
&) Marketing 00 F125GB ‘ () Finance 0 Bytes Application Server View
‘wiarning Threshold: 80% ‘Warning Threshold: 80.. Storage Utlization View
Tools 3
@ Refresh
@ Host an Exchange Storage Group...
% & Create aShared Folder...
| % e 0 Bytes I 3 Host a 5QL Server Database...
% Host a User-Defined Application...
View 3
New Window from Here
@ Help

The interface includes several wizards which automate configuration, provisioning, and
data migration. These include

¢ Host an Exchange Storage Group
e Create a Shared Folder

e Host a SQL Server Database

e Host a User-Defined Application

Prior to launching any of the interface wizards, administrators will need to install an ASM
agent onto their host server (Windows Server 2003 32-bit or 64-bit). This agent
packages the Microsoft iISCSI initiator, an ASM Service which runs on the host, as well
as some Microsoft .NET components to enable communication between the host server
and the AiO. The agent installation process also sets up application specific security
parameters for SQL Server and Exchange.

As an example of the guided configuration capabilities of the AiO we will walk you
through the ‘Host an Exchange Storage Group” tool.

Clicking the link on the right side of the interface launches the wizard. The first input
screen asks the administrator to specify the Name or IP address of the Microsoft
Exchange server where they have installed the ASM Agent.
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& Host an Exchange Storage Group Wizard E]

Specify Exchange Server .
Enterthe name or IP address of the Exchange 2003/2007 Server. g 9

Specify Exchange Server e e e e s e e e s ;

Select Storage Group Components
Storage Allocation

Review Task Summary

Clicking NEXT enables ASM to communicate with the service on the host server and
brings up the ‘Select Storage Group Components’ screen. The service uses the
Microsoft Exchange API to gather data about the installation and return it to the AiO
administrator. Specifically, the administrator is prompted to choose the Storage Group(s)
which need to be moved to the iSCSI target storage.

Select Storage Group Components v
Select the Exchange 2003/2007 storage group components to host on this Allin-One Storage System. g 9

& Host an Exchange Storage Group Wizard

Specify Exchange Server

Select Storage Group Componernts

Select companents to host:

Component Name Size Action to be performed

Storage Allocation ?
Ml a8 Storage Group One H

Review Task Summary =] @ Storage Group Two 91.2GB None

] &) Primary Mailstore 375GB None

[15) Secondary Mailstore  41.2 GB Nene

1) General Publicstore - 921.6 MB Mone

| @ Storage Group Twa. 116 GB Nene

Note: Exchange Storage Group original files are automatically deleted after migration.

Clicking NEXT brings up the Storage Allocation screen. Here, ASM has recommended a
set of storage settings based on Microsoft ‘best practices’ for Exchange; these include
RAID type, stripe settings, exclusive disk use, warning threshold, etc. Administrators can
accept these settings or click the Advanced button to manually override. They can also
choose between HDD technologies (SATA and/or SAS) if both disk types reside on the
AiO or any direct attached storage enclosures.
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& Host an Exchange Storage Group Wizard

Allocate Space for the Selected Exchange Storage Group Components @
The default RAID level and allocated space for each Exchange storage group component have been set using
industry-standard best practices. You can change these values or accept the defaults
Specify Exchange Server
Select St G c i Storage Area Size RAID Level Size Range
elect Storage Group Components
sl &) Primary Mailstore 75,00 GB RAD 140 + 375 GB-290.3 GB
&) Secondary Mailst. 8240 GB RAID1+0 + 412 GB-287.7 GB
B TRy %) General Publicsta.  15.00 GB RAD 140 v 5216 MB-2313 GB
@ Storage Group T 2320GBE RAID 140 +» 116 GB-2385 GB
[ Bestore Defaults ] [ Data Protection... ] [ Advanced... ]
[ Back ” Mext I I Cancel I [ Help ]

# Data Protection

Component: Storage Group Two

Tape Backup
Backup Provider: [Data Protect Express

=9 Advanced Properties

@ Area Name: Primary Mailstore Version: [v3.10sp1a
Size Range: 375 GB-250.3 GB [Pl by o schedhie

Size: 75 .00 GB =

RAID Level:

RAID Stripe Size:
Percent Full Waming Threshold:
Exclusive Storage: Application Snapshats

Schedule: MNone =

Enforce Allocated Limit (Quota):

Hot Spare Required:

Note: Al settings here apply to the entire Exchange storage

Physical Disk Type: group (Storage Group Two)

| 0K |[ Cancel H Help | QK |[ Cancel H Help

Clicking on the Data Protection button brings up a screen that allows administrators to
configure VSS snapshots for this iISCSI Target storage and to configure a traditional
backup job using the HP Data Protector Express software which is included on the AiO.

Clicking NEXT will bring up a task summary of the steps that ASM will automatically
perform. Tasks can be run immediately or scheduled for later; in the case of data
migration the process will tell the Exchange server to temporary halt the service so that
data can be migrated to the newly created iSCSI LUNs and will then restart the service.
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3
Review Task Summary @

Review the task summary below and schedule the tasks to un now or later.

& Host an Exchange Storage Group Wizard

Specify Exchange Server

Select Storage Group Components
() Schedule tasks to run later
Storage Allocation 5

Tasks ~|
Create RAID 1+0 logical disk of size 201.0 GB

Create volume "Data Volume® of size 200.8 GB

Create iSCS| Lun for host bparks2.americas hpgcorp .net’ of size 75.2 GB
Create iSCS| Lun for host bparks2.americas hpgcomp .net’ of size 82.6 GB
Create iSCS| Lun for host bparks2.americas hpgeom .net’ of size 16.2 GB
Create iSCS1 Lun for host bparks2 americas hpgoom .net’ of size 23.4 GB
Create volume 15CSI Volume® on host bparks2.americas hpgcop net’ with si...
Create volume 1SCSI Volume® on host bparks2.americas hpgcomp net’ with si...

Crazta walima 19T S Valima' an hnst hnadee? americae hnoenm net’ with e
MNote
This task will take a long time to complete. You should consider whether or not to
schedule this task for a later time.
Back H Finish l I Cancel I [ Help

Once the job runs the system will automatically
e Create the logical drive on the physical disks
e Create the data volume
e Create iSCSI LUN and connect the host to the target
e Create and format the iSCSI volume
e Set directory quotas and alerts on the iSCSI target storage
e Migrate storage group components
e Create the backup job

Once the job is executed, storage tasks such as expansion and protection of the Storage
Group can be managed from the main ASM interface as shown below.
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& All-in-One Storage Manager r;”E'E'
=) Fle Acton View Window Help .= J
2=
%5 Application View Actions
= = T All-in-One Storage Manager -
= ange 1
®  Application View
=l Storage Group Two 196.6 GB
@ g i Storage View
£ Secondary Mailstore 412 /824GB o )
Application Server View
‘warning Threshold: 80%
L Storage Utlization View
[ Backup Scheduled
Tools 3
@ Refresh
1) Primary Mailstore 375 /75.0GB
= A @ Host an Exchange Storage Group...
‘Warning Threshold: 80%
@Eackup Scheduled (&) Create a Shared Folder...
rq Host a SQL Server Database...
% Host a User-Defined Application...
5] Storage Group Two Log 116 /232GB | ) General Publicstore 0.5 /160GB
View 3
‘Warning Threshold: 80% ‘wiarning Threshold: 80%
W Window
{Backup Scheduled {Z1Backup Scheduled New Windaw from Here
@ Help
=l (&) Shared Folders 125GB
() Marketing 00 /125GB & Finance 0 Bytes
‘warning Threshold: 80% ‘wiarning Threshold: 80%
= = 1 &8

NOTE: Remaining steps 4 through 8 illustrate how to manually configure iISCSI target
storage outside of the All-in-One Storage Manager. If using ASM, steps 4 through 9 are
performed automatically by the various ASM application tools.

Manual configuration if not using ASM (Steps 4 through 9):

4. Create LUNs on Disk Array

To create the LUNs on the Disk Array, the administrator selects the “Array Configuration
Utility” scenario from the “Storage Management” section of the management console.
This launches the array configuration utility.
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'; HP All-in-One Storage System Management - |ﬂ |5|I

&> 8m

El

Storage Managernent
a File Server Resource Manager

DFS Management
=] Disk and Yolume Management

[E] g Storage Manager For SANS
= LUM Management
g Subsystems
B Drives
Disk. Defragmenter
Disk Management
ﬁ Single Instance Storage
g Indexing Service
[+ & Share Folder Management
ﬂ_}, Metworking
Q’ System Settings
€ Services and Support

h HP All-in-One Storage System Management (Lo
% All-in-Cne Storage Manager

A HP A e Storage System Management

Welcome

Use the categories below to quickly and eazily configure your Allin-One Storage System,

Actions

| | Storage Hosting

| 2 Status - DK

& Storage Management

Storage Management
Wiew valume capacily and launch
storage-related toals.

Micrasaft iISCSI T arget
@ Storsge Management Help

Array Configuration Lbiliby
Configure and manage Smait Arraps and
Modular Smart Arrays attached to this
storage server.

|% Share Folder Management

[an

j Array Configuration Utility - Microsoft Internet Explorer provided by HP ProLiant Storage Server

Rescan Controllers

Exit ACU

[iz) Array Configuration Utility 7.70.12.0

Select Controller

Configure Available Device(s)

Configuration View

B izl Smart Array P800 in Siot 2

ég 300 GB SAS Unassigned Drive at Port 41: Box 1: Bay 3

Show Physical View

§§ 300 GB SAS Unassigned Drive at Port 41: Box 1: Bay 4

ig 300 GB SAS Unassigned Drive at Port 41: Box 1: Bay 5

ég 300 GB SAS Unassigned Drive at Port 41: Box 1: Bay 6

§§ 300 GB SAS Unassigned Drive at Port 41: Box 1:Bay 7

ég 300 GB SAS Unassigned Drive at Port 41 : Box 1: Bay 8

ég 300 GB SAS Unassigned Drive at Port 41: Box 1: Bay 9
ég 300 GB SAS Unassigned Drive at Port 41 : Box 1: Bay 10

ig 300 GB SAS Unassigned Drive at Port 41 : Box 1 : Bay 11

ig 300 GB SAS Unassigned Drive at Port 41 : Box 1: Bay 12

B &5 sAsAmayA

HP All-in-One Storage System M... ~

System Tools
Q System Properties

g Computer Management
% File Server Management
Q Local Users and Groups

Event Viewer

ﬂ Rapid Startup Wizard

t}, Remote Access Settings

Wigwy 3

EP Help

Controller Settings

Logical Drive Array Accelerator Settings

Create Array

Clear Configuration

More Information

Controller State

@ Refresh

Logical Drive 1 { 30719 MB, RAID 1+0 )
Logical Drive 2 ( 5119 MB, RAID 1+0 )

Unused Space, 500461 MB

Express Configuration

Configuration Wizards

Highlighting the “Create Array” menu item allows the creation of a data volume across

the unassigned drives in the system. All ten of the unassigned drives will be used for the
iISCSI data volumes.
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- Array Configuration Utility - Microsoft Internet Explorer provided by HP ProLiant Storage Server

i) Array Configuration Utility 7.70.12.0

s\

Configure Available Device(s) =

Select Controller Configuration View Show Physical View Create Array

- = SRR 4, Note: To avoid wasting drive capacity, select
= il smart Array i

physical drives that are the same size for the
new array.

=] 300GB SAS Unassigned Drive at Port 41: Box 1: Bay 3
c - .
i) 300GB SAS Unassigned Drive at Port 41 Box 1: Bay 4 SISO SO

i% 300 GB SAS Unassigned Drive at Port 41: Box 1: Bay 5 lﬁ
) SAS

=] 300GB SAS Unassigned Drive at Port 41: Box 1: Bay 6

ig 300 GB SAS Unassigned Drive at Port 41: Box 1: Bay 7 Select the Physical Drives for the New Array

=] 300GB SAS Unassigned Drive at Port 41: Box 1: Bay 8 ;
i ﬁt Select All

i=} 300GB SAS Unassigned Drive at Port 41: Box 1 : Bay 10 ¥ =5 300 GB Drive at Port 41: Box 1:Bay 3

=] 300GB SAS Unassigned Drive at Port 41: Box 1: Bay 9

§§ 300 GB SAS Unassigned Drive at Port 41 : Box 1: Bay 11 v i% 300 GB Drive at Port 41: Box 1: Bay 4
ig 300 GB SAS Unassigned Drive at Port 41 : Box 1 : Bay 12
2 5, sas Aray A

=} Logical Drive 1{ 30719 MB, RAID 1+0)

¥ 1=} 300GB Drive at Port41: Box 1:Bay 5
v ¥=! 300 GB Drive at Port 41 : Box 1 : Bay 6

= v = i : :
=3 Logical Drive 2{ 5119 ME, RAID 10 v ¥= 300 GB Drive at Port4I: Box 1: Bay 7
=i

% Unused Space, 500461 MB :T =% 20 R Nrua 2t Dort A1 Roy 1 - “Tv_fl;l

Exit ACU

Clicking “Create Logical Drive” displays the options for Logical Drive creation, including
RAID type and size. We create a logical drive of the type RAID 1+0 and use all the
available space.

3 Array Configuration Utility - Microsoft Internet Explorer provided by HP ProLliant Storage Server

[i2) Array Configuration Utility 7.70.12.0

Configure Available Device(s) 2|

Select Controller . Configuration View Show Physical View

= = 1@ Smart Array P800 in Slot 2 Create Logical Drive

=] % SAS Array A Delete

Logical Drive 1 ( 30719 MB, RAID 1+0 )

Rescan Controllers

More Information

Logical Drive 2 ( 5119 MB, RAID 1+0 )

=] Unused Space, 500461 MB

= Controller State
B @l sas armay 8 T T

= unused Space, 2860702 MB @ Refresh

Express Configuration

Configuration Wizards

Exit ACU

Note — It is important at this point to note that the storage solution LUN size should not
be confused with the size of the iISCSI target. The iSCSI target will be configured in a
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later step and is associated with the storage needed for a particular application on the
host server. It is recommended that the LUN size on the storage hardware be as large
as reasonably possible to allow the storage subsystem to optimize the use of the
physical disks underlying the LUN that is created. In this case, as shown below, we are
choosing to create one LUN at the maximum size available for this hardware. The iSCSI
targets created later will fit into this one LUN, based on the needs of the host application.

/3 Array Configuration Utility - Microsoft Internet Explorer provided by HP ProLiant Storage Server

K2} Array Configuration Utility 7.70.12.0

LW\

Configure Available Device(s) [ |

Select Controller Configuration View Show Physical View Create Logical Drive

— - "2} Note: The size may be automatically adjusted slightly to
. }M e TS * e
Note: Certain operating systems do not support logical

B =5, SAS Array A ('§) drives greater than 502 GB or boot volumes greater
Rescan Controllers i

- than 2 TB. Check operating system for
Logical Drive 1 ( 30719 MB, RAID 1+0 ) details.

S wcomezcromonvo I e

:‘E} Unused Space, 2860702 MB (1420351 MB max)
% Disable
" Enable
Array Accelerator
" Disable
& Enable

ﬂl Cancel |

Exit ACU

This configuration is saved.

Microsoft Internet Explorer x|

\:‘? Continuing will commit any changes wou have made to the contraller.
-
All arrays which da not contain at least one logical drive will be deleted.

Al spare drives assigned to arrays which contain anly RAID O logical
drives will be remaved.

Certain operating systems may require a reboot For changes to take effect.

Click OK ta continue or Cancel ka return.

Cancel |

The final configuration is displayed.
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“J Array Configuration Utility - Microsoft Internet Explorer provided by HP ProLiant Storage Server

[/z] Array Configuration Utility 7.70.12.0

Configure Available Device(s) .

Select Controller Configuration View Show Physical View Commeon Tasks

; 1ﬁ . Am P coneetr Seﬂings

B 5=, SASArray A Logical Drive Array Accelerator Settings
% Logical Drive 1 ( 30719 MB, RAID 1+0 ) Clear Configuration
% Logical Drive 2 ( 5119 MB, RAID 1+0 ) More Information

=] Unused Space, 500461 MB

B &3, sASAmray B

Controller State
% Logical Drive 3 (1430351 MB, RAID 1+0 )

@ Refresh

Express Configuration

Configuration Wizards

Exit ACU

5. Make LUNs Ready for Use

Because this storage solution is running on a Microsoft Windows-based platform, the
remaining steps would be familiar to a Windows administrator. These include assigning
a drive letter for the internal server, providing a volume name, etc. These are prompted
by using the standard Disk Management function from the management console.

Initialize and Convert Disk Wizard x|

Welcome to the Initialize and
Convert Disk Wizard

Thiz wizard helps you to intialize new disks and to convert
empty basic dizks to dynamic disks.

You can use dynamic disks to create software-based
volumes that can be minored, or they can be stiped or
spanned across multiple disks. You can also expand
single-disk and spanned volumes without having to restart
the computer.

After you convert a disk. to dynamic, you can only uze
‘windows 2000 and later versions of Windows on any
volume of that disk.

To continue, click Next.

Canecel
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Select Disks to Initialize
“Y'ou must intialize a dizk before Logical Disk Manager can access it >

Select one or more disks to initislize.

< Back I Mext > I Cahicel

Initialize and Convert Disk Wizard x|

Select Disks to Convert
The dizks pou select will be converted to dunamic disks. '

Select one or more disks o convert:
Disks:
[J: Disk 2

< Back I Mest > I Cancel

e and Convert Disk Wizard x|

Completing the Initialize and
Convert Disk Wizard

“You have successfully completed the Initialize and Corvvert
Disk ‘wizard.

‘¥ou selected the fallowing settings:
Initialize to MBR; Digk 2
Corwvert: Mone

To cloze thiz wizard, click Finish.

< Back I Firizh I Cahicel
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i HP All-in-One Storage System Management =100 =l

Ele Acton View Help
e o |om 2w

h HP All-in-One Storage System I
-] All4n-0One Storage Manage

File System | Status | Capacity | Free Space | % Free [ Faul [ Actions
0 Partition Basic MTFS Healthy 5,00 GB 2,16 GB 43 % Mo
Storage Management =dsystem (C:)  Partiion Basic NTFS Healthy (System) 30.00 GB 22.22GB 74 % Mo
ﬂ File Server Resource M More Actions 4
- DFS Management

Disk and Volume Manag

Disk Management -

Disk Defragmenter
g Disk Management |- | | _’!
ﬁ Single Instance Storags
8 tndexing service lE_Disk 0 e
-y Share Folder Management | B3I System (C)
% Networkin 30.00 G N
o 9 Online Healthy (System)

[} System Settings

--ig)) Services and Support “Ppisk 1 I

Basic DON'T ERASE
5.00 GB 5.00 GB NTFS
Online Healthy
eDisk 2
Basic
139.6.82 GB 1396.82 GB
Online Unallocated
=icp-ROM 0
DVD (D:)
No Media

«| _;I W Unallocated [l Primary partition ‘

The LUN has now been created. The next step is to create a partition on the LUN and
format it in the normal manner that Windows administrators would expect.

x|

Welcome to the New Partition
Wizard

Thiz wizard helps you create a partition on a basic disk.

A bagic dizk. iz a physical disk that containg primary partitions,
extended partitions, and logical drives.

Partitions created on Master Boot Record [MBR] disks can
be accessed from any version of Windows or M5-D05.

Partitions created on GUID Partition Table [GPT) disks can
only be accessed from ‘Windows Server 2003 Service Pack
1 or later, or from any B4-bit version of Windows.

To continue, click Next.

< Back Het > Cancel
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New Partition Wizard

Select Partition Type
There are three types of partitions: primary, extended, and logical s

Select the partition pou want to create:

" Extended partition

) Logical dive

[rescription

A primary partition i a volume pou create using free space on a basic disk.
‘windows and other operating systems can start from a primary partition. 'ou can
create up to 128 primary partitions on a GPT basic disk. On a Master Boot
Record [MER] basic disk. you can create up to four primary partitions ar three
primary partitions and an extended partition.

< Back I Mext > I Cancel |

We choose the maximum available size for the new partition. We want Windows to manage the
entire partition as one entity.

zl
Specify Partition Size
Choose a partition size that is between the maximum and minimum sizes. >
Maxdum disk space in megabytes (ME): 1430346
Minimum disk space in MB: 4
Partition size in MB:
< Back Mext > Cancel
New Partition Wizard x|
Asgszign Drive Letter or Path
For easier access, you can assign a dive letter or drive path to your partition. >

* Assign the following drive letter: i
' Mount in the follawing empty NTFS folder:

" Da not assign a drive letter or drive path

< Back I Mext > I Cahicel
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New Partition Wizard x|

Format Partition
To store data on this partition, pou must format it first. >

Choose whether you wank to format this partition, and if so0, what settings you want to use.

Do nat format this partition

% Format this partition with the follawing settings:

File spstem: INTFS vl
Allocation unit size: I D efault - I
Wolume label: IH P4fal-01

I Perfom a quick. farmat

I Erable file and folder compression

< Back I Mext > I Cahicel

Completing the New Partition
Wizard

You have successfully completed the New Partition Wizard.

You selected the following settings:

Drive letter or path: P:

File system: NTFS

Allocation unit size: Default

Volume label: HP-Vol-01

Cinirke fammat: Mo LI

To close this wizard, click Finish.

< Back I Finish I Cancel
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o
File Action \View Help

&~ | B[] 2| [
B+ All-n-One Storage System ! [ volume [ayout [ Type [ Fie system | status [ capacty [ Free space [ 2 Free [ Fz [ Actions

é All-in-One Storage Manage |E9DONTERASE  Partition  Basic  NTFS Healthy 5.00 GB 2.16 GB 43%  Nc
El-g8 Storage Management EIHPVal-01(P:)  Partition Basic NTFS Healthy 1396.82G8 1396.72GB 99% M )
@ Fie ServerResource M |=agyctem (i) Fartion Basic  NTFS Healthy (System) 30.00GE  22.22GB  74% I s e '

DFS Management
Disk and Volume Manag

Disk Management -

Disk Defragmenter
Digk Management d I L!
ﬁ Single Instance Storage
BB Indexing Service “FDisk 0 _
2 Share Folder Management || Basic System (C)
% Networking e 30.00 GB NTFS
5 . Orline Healthy (System)
@' System Settings
- Services and Support “PDisk 1
Basic DON'T ERASE
5.00 G 5.00 GB NTFS
Online Healthy
e Disk 2 _____
Basic HP-Vol-01 (P:)
1356.82GB 139682 GB NTFS
Online Healthy
lcp-rROM 0
DvD (D:)
Mo Media

l I I _;I B Frimary parttion

The LUN is now ready for use. The next step will create iSCSI targets and associate
them with this newly-created LUN.

Create iSCSI Targets

Clicking on the Microsoft iISCSI target function in the Storage Management section of the
management console begins the iISCSI target creation process.

'; HP All-in-One Storage System Management ;_Iil _5|_'

Eile  Action Miew Help I

e > [m 2 .

h HP All-in-One Storage System Management (Lo Actions
. é I elarorscelhanaser A HP A e Storage System Management PR = S ——

Storage Management

a File Server Resource Manager Welcome System Tools
DFS Management Use the categaries below to quickly and easily configure your Allin-One Storage System 1§ System Properties
[=]- g Disk and Yolume Management g . - 5
Eg Storage Manager for SAks DmpLter Managemen

=) LU Management |
g Subsystems

=3 Drives | 2 Status - DK E

Disk Defragmenter
Disk Management

| Storage Hosting -

Ej File Server Management

S Local Users and Groups

Event Yiewer

St M t -
ﬁ Single Instance Storage & orage Managemen &) Rapid Startup Wizard
E8 1ndexing Service B -
&4 Storage Management Aray Configuration kit & Remote Access Settings
=2} & Share Folder Management Wiew valume capacity and launch Configurs and manage Smart Arrays and =
@‘ Networking starage-related tools Madular Smart Arrays attached to this Wi »
@) Services and Suppart Microsoft iISCSI T arget B Hep
@ Storsne Management Help

|% Share Folder Management ~ ‘
|¢_}, MNetworking ~ ‘
|Q’ System Settings ~ ‘
[ wriities -]
|® Services and Support ~ ‘

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
g;. System Settings starage server. :
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1




Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

The iSCSI target window opens, and the iISCSI target creation wizard is started by using
the right mouse click button.

'ffi iISCSITarget - [Microsoft iSCSI Software Target',iSCSI Targets] o [m]

Help

]
|
|
:Eile Action  Wiew
|
|

«= anm bR 2@

Ef

SI Targets
=) Devices
-8 Snapshats

oft ISCSI Software Targst | TR B E T 0

Target MNarme:

Descripkion Skatus

There are no items to shaw in this view,

We will create a total of four targets, two associated with host number one and two
associated with host number two. The individual steps to create the first target are

shown below.

Create iSCSI Target Wizard |
Welcome to the Create iSCSI
Target Wizard
This wizard helps you create an iSCS target on aniSCSI
subsystem.
To continue, click Mext.
<Erevious Cancel
x

i5C51 Target ldentification

Specify a name and description to identify the iSCS| target pou want to create.

Y'ou should uze the network name as the target name.

Target name:

IHP-T arget-01

Description:

Browse... |

IiS CS| target for host 1

<Erevious| Mest » I Cancel
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Create iSCSI Target Wizard x|
i5C51 Initiators | dentifiers
EachiSCSI target should have at least one identifier.

|dentifiers allow the iSCSI target to identify the ISCS initistor requesting access.
Typically, the iSCS| Qualified Mame [I0M] of the initiator, but the DMNS domain name, [P
addreszs, and MAC address can alzo be uzed.

1GN identifier:

Tao use the DNS domain name, |P address, MAC address, or another |GN as an
additional identifier, click Advanced.

Advanced... |

<Previous Tewt s Cahicel

Because there have been no previous iSCSI initiators assigned to this target, the
initiators must be specifically identified.

Add iSCSI Initiator e d |

YY'ou cah type or zelect an ISCS| initiatar from the list, which includes all
initiators connected to the Microzoft (SCS1 Software Target in the past
zeven days and initiators that registered with the ISMS zerver.

ISCSI [ritiator M ame:
|
iSCS] Initiators:

IGN |

Refresh | ak. I Cancel
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Advanced Identifiers

The initiators will be identified by their IP address.

Add/Edit Identifier
IP Address |
192.168.0.101
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HP-Target-01 Properties e |

General 1SCS Initiators |.-’-'«uthentic:ation| Yirtuial Disksl .-’-'«dvancedl

The target uzes the initiator'z 1ISC51 Qualified Mame [IM] to identify the
initiator, The DMS domain name, |P address, MAC address. or an additional
I0M can also be used.
Identifiers;
Method | Walue
IP Address 1592.168.0.101
agd. | Edi. | Deee |

ok I Cancel | Apply

Create iSCSI Target Wizard x|

15C51 Initiators |dentifiers
EachiSCSI target should have at least one identifier.

|dentifiers allows the iSCSI target to identify the ISCSI initiator requesting access.
Typically, the iSCS| Qualified Mame [I0M] of the initiator, but the DMS domain name, [P
address, and MAC address can also be used.

1GN identifier:
I"Elick Advanced button to view altemate identifiers." Browse... |

To use the DS domain name, [P address, MAC address, or another |OM as an
additional identifier, click Advanced.

Advanced... |

Cancel

<Previous
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The target now appears in the target list of the iISCSI target management window.

Create iSCSI Target Wizard

Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

Completing the Create iSCSI
Target Wizard

To close this wizard and create the target, click Finish,

You have succesfully completed the Create iSCSI Target
Wizard.

<Previous

Cancel |

File  Action Wiew Help

=101 %]

«= | amE PR 2

gf' Microsoft i5C51 Software Target
S SI Targets

BN

Descripkion

15C51 Targets

Target Mame

Skakus

19 p-Target-01

i35l kargetk for host 1

Ide

The management console also shows the underlying devices available for the iISCSI
targets. The storage that will be used by the iISCSI initiators (application hosts) will be

defined in a later step when the virtual disks are created.

"fii iISCSITarget - [Microsoft iSCSI Software Target\Devices]

File Acton View Help

=10/x|

e~ | AR RB @052

gf' Microsoft iCSI Software Target
@ I5CST Targets
) HP-Target-01
HP-Target-02

Devices
@&l snapshots

Virtual Disk Index _ Access By I

Disk 0
30.00 GB

System (C)
30.00 GB NTFS (System)
Free space: 22.22 GB

Disk 1
5.00GB

DON'T ERASE
5.00GB NTFS

Disk 2
136TB

HP-¥ol-01 (P:)
136 TBNTFS
Free space: 1.36 TB
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7. Create Multi-path I/O for iISCSI Targets (optional)

For a Microsoft-based target solution, multiple paths to the target device are created by
providing multiple iISCSI initiator identifiers for the same target. In the example above,
we add a second and third IP address that is to be associated with the same iSCSI
initiator, so that there are three IP addresses that can access the target. These three
addresses are associated with three Ethernet ports on the same host server.

General 1SCS Initiatars |Authenticati0n| Yirtual Disksl Advancedl
The target uzes the initiatar's iISCSI Qualified MName [IGMN] ta identify the

initiatar. The DNS domain name, |P address, MAC address, or an additional
18N can also be used.

Identifiers:
M ethod | Walue
IP Address 192.168.0101
IP Address 192168.0.127
IP Address 192168.0.128

“ag. |  Edt. | Deme |

0K | Cancel | Apply

8. Configure Security for iSCSI Targets (optional)

If security is desired for the iISCSI communication between the initiator and the target,
the CHAP secret can be entered in the Authentication tab.

HP-Target-01 Properties 2lx|

Generall iSCSI Iritigtors — Authentication IVirtuaI Disksl Advancedl

qun.1991-05.com.microsoft:dmrtk-srw-a2 Browse. .. |

Secret:

LConfirmn secrat:

I~ Enable reverze CHAP authentication:

Uszer name:

Reverse secret:

Caonfirm secret:

ok I Cancel Apply
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9. Make iSCSI Targets Ready for Use for iSCSI Initiators

Virtual disks need to be created on the iSCSI targets for Microsoft-based iSCSI target
solutions. These virtual disks represent the storage volumes that the iISCSI initiators will
use. The maximum capacity represented by all the virtual disks on a given iSCSI target
on a Microsoft-based iSCSI target solution is two terabytes (2 TB) per target. In this
example, we create a 100 GB and 200 GB virtual disk for each of the two iISCSI targets.
These virtual disks will be viewed as volumes by the iSCSI initiators over the TCP/IP
network.

By right-clicking on the target name, the “Create Virtual Disk” wizard is launched.

Create Yirtual Disk Wizard x|

wWelcome to the Create Virtual
Disk Wizard

Thiz wizard helps you create a vitual disk on an iSCS|
subspstem.

“You can partition and farmat a witual disk just as you would a

hard disk. The virtual disk is accessible over a TCP/AP
network.

To continue, click Mext.

<Brevious Cahicel

The virtual disk is created on the internal disk volume that is available to the iSCSI
target. In this case, it is the “P” volume.

Create Yirtual Disk Wizard x|

File
You can create a virtual disk using a new file.

A virtual disk iz created ag a virtual digk [vhd] file. To specify a file to be uzed az a
wirtal disk., type the full path [for example, C:45 ampletirtual Disk 1.vhd).

File:

prhwirtual_disk_01_100GE. vhd Browse... |

<Erevi0us| Mext > I Cahicel

129



Deploying iSCSI Storage Solutions on Microsoft Windows Server Platform

The size of the virtual disk depends on the needs of the application on the host server.
For this virtual disk, we choose a size of 100 GB from the available 1.34 TB on this
volume.

zl
Size
Specify how much space on the volume to use for the vitual disk. %’
Current drive capacity: 13678
Currently available free space: 13678
Size of virtual disk (MB): I 100000
<Previous MNext = Cancel

A description, although optional, is useful for better management.
x|

D escription
A dezcription helpz identify the wvirtual disk.

“irtual disk description:
100GE disk for application & on host 1]

<Erevi0us| Mest > I Cancel

This virtual disk must be associated with an iISCSI target in order for the application host
to use this storage as an iSCSI storage volume.
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Create Yirtual Disk Wizard x|

Access
Specify the ISCSI targets that pou want to be able to access the virtual disk. If you

want to provide access to a cluster environment or a SAN file system, specify each
target name.

Targets that can access thig virtual digk:

Target Mame I Description
iHP-Target-01 15051 target for host 1 ¢

Add. .. Bemove

<Erevi0us| Mext > I Cahicel

This completes the virtual disk configuration.

Create Yirtual Disk Wizard x|

Completing the Create Virtual
Disk Wizard

“'ou have successfully completed the Create Virtual Disk
“wizard.

To close this wizard and create the vitual disk, click Finish.

Canecel

<Previous

We repeat this process to create three more virtual disks. After configuring the virtual
disks, the management console shows the virtual disks associated with each iSCSI

target.
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'fiti ISCSITarget - [Microsoft iSCSI Software Target',iSCSI Targets'HP-Target-01] o ] [
File  Action  Wew Help

€~ | AEEFRR @@

gf' Micrasoft iSCSI Software Target
o
=)@ iSCST Targets

) HP-Target-01 ‘Wirkual Disk Index | Description Size Skakus LUIM
i HP-Target-02 Wirtual Disk. O 100GE disk For application & on host 1 97,66 GB Idle LUM O
= vices virtual Disk, 1 200GE disk For application B on host 1 195,31 GB Idle LUM 1
@ anapshoks
i ISCSITarget - [Microsoft iSCSI Software Target'iSCsI Targets',HP-Target-02] - 10| x|
File  Action  Yew Help

- | GOEFEH B 2 E

gf' Micrasoft iS55I Software Target

=) BB ISCSI Targets

@) Hp-Target-01 ‘Wirkual Disk Index | Description Size Skatus LLIM
: HP-Target-02 Virtual Disk 2 100GE disk For application Conhost 2 97,66 GB Idle LU 0
= vices virtual Disk 3 200GE disk For application D on host 2 195,31 GB Idle LU 1

@ Snapshots
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':m i5CsITarget - [Microsoft iSCSI Software Target\Devices] - |EI|1|

Eile Action \View Help

¢« = | BmE B 2mls a3

=@ i5CSI Targets - — _
[ Hp Target-01 Virtual Disk Index | Description Size Status | Access By

[ Hp Target-02 E]virtual Disk 0 100GE disk for application Aonhost 1 97.66 GB  Idle HP-Target-01
(=% vices Virtual Disk 1~ 200GE disk for application B on host 1 195.31GE  Idle HP-Target-01
@ Snapshots Virtual Disk 2~ 100GE disk for application Conhost 2 97.66 GB  Idle HP-Target-02
Virtual Disk 3 200GE disk for applicaton D on host 2 195,31 GEB  Idle HP-Target-02

?ﬁl}a(?Btﬁ':l'lFS (S 1]
- (System
3?3:3((;]3 Free space: 22.22 GB

= DON'T ERASE
Drek 1 5.00 GB NTFS
500 GE
[
=l HP-Vol-01 (P2
1.36 TB NTFS
F%TZB Free space: 810.78 GB

The target side configuration is now complete.

Initiator Configuration Steps

Configure Multi-path I/O from Application Host

To configure multi-path iISCSI 1/O for the initiator that uses the HP All-in-One 1200 iSCSI
targets, follow the directions for Microsoft Multi-path I/O from the Deployment section of
this document above.
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Basic Performance Results

The following performance data is not intended to be viewed as a comprehensive
performance benchmark, but to provide a general performance overview for the HP
StorageWorks All-in-One1200 Storage System.

Selected performance results are shown below, using a standard server-class network
adapter, with receive-side scaling on the host. This configuration used two paths from
one host, two 1/0O workers, simultaneously accessing two target volumes and a queue
depth of 10. Each target volume used a dedicated path, with no load-balancing across

Sequential Read Sequential Write
250 250
200 200
° o
< 150 c 150
o o
o o
@ @
(7] (7]
o o
o o
o 0 100
2 100 g
——HP-
—— HP-AI01200 HP-AI01200
50 50
Queue depth = 10
Queue depth = 10 Paths = 2
Paths = 2
0 0
5126 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M 5128 1K 2K 4K  BK 16K 32K 64K 128K 256K 512K 1M
Block Size Block Size
Sequential Read Sequential Write
35,000 40,000
30,000 35,000
30,000
25,000 ——HP-AI01200
—— HP-AI01200
° o 25000
£ Queue depth = 10 2
g 20,000 Paths = 2 S Queue depth = 10
@ -
b @ s Paths = 2
g o}
o
o 15,000 o
le] 9 15,000
10,000
10,000
5,000
5,000
o 0 T T T T T T T T T u
512B 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M 512B 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M
Block Size Block Size
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LeftHand Networks® SAN/iQ®

The LeftHand Networks SAN/iQ storage ® ¢+ o
system is an iSCSI target solution that L ftH d @ o o
includes three (3) HP ProLiant DL320s e an "’.’ A4
systems and the LeftHand Networks SAN/IQ NETWORKS ® o+ ¢+ 0
software. It includes 10K or 15K RPM SAS

disk drives totaling up to 3.6 TB of raw capacity per module, configured as RAID 10. In this
case, the three ProLiant DL320s servers are clustered together to create a “virtual storage
array” consisting of 5.4 TB of total usable storage. In addition to RAID10 at the disk level,
LeftHand offers “network RAID” to provide an additional layer of protection for individual LUNs
which guards against network or any other hardware failure.

SAN/IQ includes many additional management features as part of the basic SAN offering.
These features include snapshots, volume branching, thin provisioning, offsite DR snapshots,
iISCSI load balancing, block-level load balancing, and automated capacity management.
Customers can expand the storage cluster at any time by adding additional units to the cluster.
This not only increases capacity, but SAN/iQ automatically re-load balances all the existing
LUNSs across the new configuration, increasing the performance of the SAN as well.

Another capability is LeftHand’s “multi-site SAN” in which customers physically locate half their
cluster in one location and the other half at a different location, such as another building or floor.
In this case, the SAN is now “fault-tolerant” in that a location disaster will not interrupt service.
This capability is included in the base offering, and does not require any additional
administration to set up and manage.

Target Configuration Steps

1. Configure Network Settings for iSCSI Target Device

To install the LeftHand Networks SAN/iQ from factory settings, a computer must be
connected via the supplied serial cable to the LeftHand NSM. The first Ethernet port
must be given an IP address. Later, a virtual IP address will be assigned using the
management console that will be the address that the clients use to access the target
volumes and to manage the storage cluster.
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“gMNSM - HyperTerminal =] ]
File Edit Wew Cal Transfer Help

+—[ Configuration Interface: 1

General Settings ] :
twork TCP/IP Settings 1
[ Avail+-[ Network Settings: 1

a

|

F— o

Specify the network settings for the Broadcom
Corporation NetHtreme BCM5714 Gigabit Ethernet port. Be
sure the ethernet cable is plugged into the selected

Hostname: SAN1Q-1

oI TR T TR R TR T

[T o o

{ ) Disable Interface.
{ ) Obtain IP address automatically using DHCP.
{=) Use the following IP address:

IP Address: 10.20.81.1
Hask: 295.299.252.0
Gateway: 10 .20.80.254

I [ CANCEL 1

T O N 0 e == =

(oI T T TR oI TR T

Connected 0:00:50 ANSTW Auto detect SCROLL CAPS MM Capture Print echo

N

2. Launch Management Console

Launching the Management Console begins the discovery process and displays the
NSMs. The three basic steps to configure the system including creation and assignment
of all the targets are listed on the main screen, each driven by a wizard.

LeftHand Networks Centralized Management Console

& eetiing Started |

| Avsilable Storage Modules (3)

Welcome to the Getting Started Launch Pad
The Getting Started Launch Pad provides wizards for common tasks to get you started.

You can adminizter your storage area netwaork inthree easy steps. This page provides
the tools for you to identify your storage modules, to set up vour data stores and data
strateqy, and to restrict or provide access to the data. Begin by selecting the "Find
Storage Modules Wizard" belovy . Remember you can always come back to these
Wizards when nevy components are added to your netwaork.

Thiz wizard helps you locate Storage Modules and identify
them to the Centralized Management Console in arder to
place them in your network.

(-'-i 1. Find Storage Modules Wizard:

Management groups, clusters, and volumes allows you to
virtualize your storage network and ensure data integrity
and arveailakility.

E 2. Management Groups, Clusters, and Volumes Wizard:

ww. lefthandnetmorks.cam

- 3. Access Yolume Wizard:
A Once you have crested your volumes and your netwark
topography, you need to grant access to it via
guthertication groups. This wizard helps you define those

nAFmiSSinne

i| O &lerts Remaining

#]  Detefime | HostMame(P) | Alert Message
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The LeftHand Networks SAN/iQ solution uses the concept of management groups to
organize its storage clusters. The “Management Group, Clusters and Volumes” wizard
steps the administrator through the initial management configuration and creation of the
first volume.

Management Groups, Clusters, and Yolumes Wizard x|

Wel to the Manag t Groups,
Clusters, and Yelumes Wizard

This wizard helps you

 Create a volume for the first time, or
* add another volume 1o an existing
management group

Before you start this wizard you must:

» Discover your Storage Modules on the
network
* Run the Find Storage Modules Wizard

ol can exit the wizard at any time by clicking Cancel
To cortinue, click Mext

Cancel ,E

The wizard asks few questions to complete the initial management configuration,
including the name of the management group, virtual IP address to be used for the
cluster and the first volume information.

Management Groups, Clusters, and Yolumes Wizard x| Management Groups, Clusters, and ¥olumes Wizard x|

Choose a Management Group &+ - Create a Management Group ’o. GO
Select existing or new management group ..‘, AR 4 Mame yaur management group and select Storage Modules 0‘ FOA
.. P

Management Group Hame: [demartek-lsfthand

This name cannot be changed after the managsment group
Do you want to creste & new managsment Group of Lse an ee——

existing ong?

(@) New Management Graug Create management group with storage modules: Selected in the table helow

HostMeme | IP Address | RAID | Wersion | Loggedin
O Brtsting Maragement Group SANG-2 1020811 Reid 5 EGO061330 Mot Lodgedin
[SANIG-1 1020 81.32 Raid 5 EE001330  MotLoggedin
ISANG-F 1020 81.36 Raid 5 660051330 Mot Loggedin
A management group is & container in wwhich you cluster
Storage Modules and create volumes.

You may have to login to & Storage Module to continue.

To continue, click Next

To continue, click Next

The storage cluster is given a virtual IP address, that will be used for all access to the
volumes assigned to the cluster. The LeftHand Networks solution presents the virtual IP
address to the clients and manages all fail-over and load balancing functions behind this
virtual address.
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Management Groups, Clusters, and Yolumes Wizard x|
Create Cluster * o .
OO
Mame your cluster and select Storage Madules ..'_ . "0
*

Cluster Hame: |LH-cluster
Thiz name cannot be changed after the cluster iz created

Wirtual IP
[¥] Use a virtual IP accress for this cluster.
IP Address: No2080.226 ‘irtual IP i required for fault
tolerant or load balanced iSCS| access.
Subnet Mask: 255.255.252.0
Default Gateway: |10.20.80.254

Create cluster with storage modules: Selected in the table below

Host Hame | IP Address | RAD | wersion | Loggedin |
] 10208132 Rads BEO0G1330  ves -
[SANIG-2 1020081 1 Reidl § BEODEIZLD  Yes ]
[SANIG-3 10206136 Raids 660051330 Yes =

To cortinue, click Next

After the wizard has the virtual IP address, it prompts for the information to create the
first volume, including volume name, replication features and capacity. In this case, 2-
way replication is selected, which tells SAN/iQ to provide an additional layer of data
protection for this volume.

Management Groups, Clusters, and Yolumes Wizard x| Management Groups, Clusters, and Yolumes Wizard x|

Create Volume ® Create Volume Summary ®

\J b/ DO
Hame your volume and choose & size appropriste for its intended use: 0.‘, Rl & The new volume has been successfully crested ‘.‘. e
* *
Type: Ptimary You have just completed the Management Groups, Clusters, and Volumes

wWizard Review the volume details belo:

Volume Hame:  [LH-vol01 |
This name cannat be changed after the volume is created Management Group: demartek-lsfthand
Cluster: LH-cluster
Description: |Vulume 1 on LeftHand target | Type: Primary
Volume Hame: LH-val-01
Replication Level: |2—Wav hd | Description: “olume 1 on LeftHand target
_ Size: 100 B
Available Space: 3346 TB Hard Threshold: 100 5B

] Soft Threshold: 100 GB
LI fioo J M Replication Levelk:  2-Way

Replication Priority:  Availabilty
Hard Threshold:  [100 | |+

You can eddit the volume settings from the Certralized Management Console.

: -
Soft Threshold: ~ [100 | [e8 T
Ta creste the volume, click Finish [T Skip valume Crestion Bunthe Secess Volume Wizard

This wizard can be repeated to created additional volumes. Note that the “Access
Volume Wizard” can be run to complete all the remaining target management steps.

Create LUNs on Disk Array

The LUNs are created using the “Management Group, Clusters and Volumes” wizard as
described above in step 2.

Make LUNs Ready for Use

To make the volumes ready to use, they must be assigned to a host and appropriate
security applied. The “Access Volume Wizard” is run to complete this process. This step
can be run directly at the conclusion of the previous wizard from step 2 above.
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LeftHand <&
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Welcome to the Access Volume Wizard

This wizard helps you

* Configure volume scoess privieges using
& volume list and an authentication
roup

Before you start this wizard, you must:

* Create a volume

“¥ou can exit the wizard st any time by clicking Cancel
To continue, click Next

[eereet || e |

Access Yolume Wizard x|

Choose a Management Group ... ., ..
Create volume lists and authentication groups in & management group ..‘. SO
.

Select a management group:

Maragement Group Mame

| Logged In

demartek-lefthand

To cortinue, click hesxt

Access Yolume Wizard x|

Choose a Yolume

Select & volume to configure s access priviegss ’.‘, e
.

Select a Volume:

Wolume:

Wanagement Group

LH-%ol-01

demartek-lefthand

Access Yolume Wizard x|

Choose a Volume List ..‘ LK
& vaolume list provides the associstion betwesn & wolume and an auther .... *. ".
£ AT

To cortinue, click Mext.

‘ 4 Back | Cancel | Help

Do vou want o create & new volume list or use an existing one?

® News volume list

) Existing valume list

To continue, click Next.

A volume list provides the association between the volume and a host. After the first

volume has been associated with a host, other volumes can be added to the volume list,

and these volumes are automatically associated with the same host.

Access Yolume Wizard x|

Create a Volume List *
OO0
Mame your volume list 0.0.° . "
s

Enter a name for the new: volume list,

Volume: LH-ol-01

WYolume List Hame: || H-volume-list-1

Thiz name cannot be changed after the volume list is created.

To continue, click Mext.

Access Yolume Wizard x|

Choose Volume Permissions ... i
Choose the appropriste permizsion level for the volume 0.‘.‘ . ‘.’
s

Select the volume's access permission level

Volume Hame:

Permission Level:

) No Access
) Read Access

®) Read and Wite Access

To cortinue, click Mext

Cancel @
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The authentication group provides the information about the hosts that will access the
volumes in this volume list. In this case, the name of the host is used as the name of the

authentication group.

Access Yolume Wizard x| Access Yolume Wizard x|
Associate Authentication Group * s Access Volume *
OO0 OO0
Authentication groups identify clients that access volumes 0.’,‘ e Mews Authertication Group 0.0. Ad
* 4+ *

Do you want 0 create a new authertication group or use
an existing one?

@) New authertication group

() Existing autheritication groug

To continue, click Mext.

Erter & natme for the new authentication aroup
Volume: LH-vol-m

Authentication Group: [DMRTH-SRVR-B2]

4 Back

The iSCSI initiator name of the host is provided, along with any desired load balancing.

Access Yolume Wizard x| Access Yolume Wizard x|
Configure iSC5I .o. SN Access Volume Summany .o. SN
Configurs settings for ISCS| access 0.‘, RIS Wou successiully completsd the Access Volume Wizard 0.‘, RIS
.. * e

Copy the Initiator Mode Mame from the ISCS! Inttistor Properties

V] Enable loacl balancing  (informatian an compliart intistors
Enabling load balaneing an non-compliant infiztors ean compramise wolume availabiity
To function comectly load balancing requines that the cluster virtual IP be configured

Initiator Hode Hame:: ||qrv 1991-05 com microsoft dmrik-srer-b2

How do | find my inftistor node name?

To complete the changes, click Finish

4 Back Cancel Help

“ou have just completed the Access Volume Wizard, Review the volume list
and authentication group details below:

‘Volume Hame: LH-vol-01
LH-volume-list-1
Volume Permission Level:  Read andWirite Access
Authentication Group Hame: DMRTK-SRVWR-B2

iSCSl Initiator Hode Hame:

Volume List Hame:

ign.1991-05 com.microsoft.dmtk-sree-h2

ou can edit the volume lists and authentication group from the management
group inthe Centralized Management Cansole.

Repeat this Wizard

=N

This wizard can be repeated for additional volume lists or host information.

Create iSCSI Targets

The targets are created in step 2 above.

Create Multi-path 1/0O for iSCSI Targets (optional)

Multi-path 1/O is automatically performed by the storage cluster on the target side.
Initiator side MPIO is configured below in the Initiator Configuration Steps.

Configure Security for iSCSI Targets (optional)

Additional security, such as CHAP, can be configured by editing the authentication group

for the volume.
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~=100x]

Getting Started

= g-} demartek-lefthand

( Details rAmhenﬁcaﬁon Groups r\f’olume Lists rRegister r Times r Remote Snapshot |

B = LH-cluster Mame

“olume List | iSCSI Mode: [initistor Moce Name 4 CH...| _Load Balancing

= Storage Modules (3)
& SAND-1
P SANID-2
e SANIR-3
= Wolumes (1)
@ LH-vol-01 (0)

| [oMRTHCERVR B2

3| 6 Alerts Remaining

i [# Datefime |
[ Daro07 1214
i |2 oaroo07 1214
i |3 ndmroo07 1214
i |a ndmzio07 1214

5 0402702007 12:14: .

LH-volume-list-1

Edit Authentication Group

Mo CHAP reguired ign.1991-05.com mictos... Enabled

Ediit Awuthentication Group

Hame:

Description: | |

Yolume List: | LH-valume-lizt-1

[ iscsi |

@ Allowy access via iSCS]

[¥] Enable lnad balsncing — (information on compliant infistors)
Enabling lead balancing on non-compliant initigtors can compromise wolume availability .
To function comecthy load balancing requires that the cluster virtual IP be configured.

Authentication

) CHAP not requirecd

Initiator Hode Hame: |ign 1991-05.com microsoft dmrtk-srer-b2

Howy do | find my inttistor node name?

) CHaP required

Cancel

8. Make iSCSI Targets Ready for Use for iSCSI Initiators

No additional steps are needed to make the targets ready for use.

Initiator Configuration Steps

1. Configure Multi-path I/O from Application Host

MPIO for the initiator can be enabled by running the SAN/iQ Solution Pack from the

application host.
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SAN/iQ® Solution Pack
for Windows

- ——
|-

—
- ~

LeftHand < open iscs: sans BTl LeftHand < openiscsi sans

SAN/iIQ® Solution Pack
for Windows

Version 6.6

(),

- \ ' in mbers SANQD VSS Provider

SAN/iQ® VDS Provider

——
SAN/IQ® DSM for MPIO

il

The SAN/iQ DSM for MPIO is selected, which begins the installation for the MPIO DSM.

LeftHand Networks SANIQ DSM for MPIO Setup

LeftHand Networks SANIQ DSM for MPIO Setup

Update Complete

‘Welcome to the InstallShield Wizard for
LeftHand Networks SANIQ DSM for MPIO
The InstallShield ‘Wizard has updated LeftHand Matwaorks
SANIQ DSM for MPIO to version 1.1.0.0531.

The InstallShield Wizard will update the installed version
(1.01.001) of LeftHand Networks SANIQ DSM for MPID to
wersion 1.1.0.0631. To continue, click Next

Cancel Cance]

When the iSCSI initiator is launched to logon to the LeftHand Networks targets, the
default addresses are selected, and MPIO is enabled for all the paths and targets. The
“Advanced” tab in the initiator logon process is not needed.
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Basic Performance Results

The following performance data is not intended to be viewed as a comprehensive
performance benchmark, but to provide a general performance overview for the
LeftHand Networks SAN/iQ solution.

Selected performance results are shown below, using a standard server-class network
adapter, without receive-side scaling on the host. This configuration used two paths from
two hosts, two 1/0 workers (one from each host), simultaneously accessing two target
volumes and a queue depth of 20. Each host accessed its target volume with a pair of
NICs configured as one “teaming” NIC. The target was configured as “non-mirrored.”

Megabytes per Second

Sequential Read Sequential Write

300 300

250

»
8
MB per Second
=
3

MB per Second
e
8

8

100

—8— LH-NIC-STD-nomirror

—8— LH-NIC-STD-nomirror

50

Queue depth = 20
Queue depth = 20 Paths = 2
Paths = 2
0 0
51286 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M 5126 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M
Block Size Block Size
Sequential Read Sequential Write
35,000 40,000
e 35,000
—&— LH-NIC-STD-nomirror —&— | H-NIC-STD-nomirror
30,000
25,000 —
@IRRGETNSZY Queue depth = 20
Paths = 2 Paths =2
2 o 25,000 aths =
c c
S 20,000 8
@ @
@ D 20,000
g g
o 15000 >
© Q 15000
10,000
10,000
5,000 BT
0 0
5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M 5128 1K 2K 4K 8K 16K 32K 64K 128K 256K 512K 1M
Block Size Block Size
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Storage Management Notes

Efficient Storage Management

Storage Manager for SANs

Storage Manager for SANs (SMfS) is a Microsoft Management Console shap-in that
administrators can use to create and manage the logical units (LUNS) that are used to allocate
space on storage arrays in both Fibre Channel and iSCSI environments. Administered through a
conventional snap-in, Storage Manager for SANs can be used on storage area network (SAN)
based storage arrays that support Virtual Disk Server (VDS) using a hardware VDS provider.
Because of hardware, protocol, transport layer and security differences, configuration and LUN
management differ for the two types (iISCSI and Fibre Channel) of supported environments. This
feature will work with any type of Host Bus Adapter (HBA) or switches on the SAN. A list of VDS
providers that have passed the Hardware Compatibility Tests (HCT) is available on
http://www.microsoft.com/storage.

LUN management for Fibre Channel subsystems

On a Fibre Channel storage subsystem, LUNs are assigned directly to a server, which accesses
the LUN through one or more Host Bus Adapter (HBA) ports. The administrator needs only to
identify the server that will access the LUN, and enable one or more HBA ports on the server to
be used for LUN I/O traffic. When the server is assigned to a LUN, the server can immediately
access the LUN to create, augment, delete, and mask (or unmask) the LUN.

Support for multiple I/O paths. If a server supports Microsoft Multi-path 1/0 (MPIO), Storage
Manager for SANs can provide path failover by enabling multiple ports on the server for LUN I/O
traffic. To prevent data loss in a Fibre Channel environment, make sure that the server supports
MPIO before enabling multiple ports. (On an iSCSI subsystem, this is not needed: the Microsoft
iISCSI initiator (version 2.0) that is installed on the server supports MPIO.)

LUN management for iSCSI subsystems

Unlike on a Fibre Channel storage subsystem, LUNs on an iSCSI subsystem are not directly
assigned to a server. For iSCSI, a LUN is assigned to a target — a logical entity that contains
one or more LUNSs. A server accesses the LUN by logging on to the target using the server’s
iISCSI initiator. To log on to a target, the initiator connects to portals on the target; a subsystem
has one or more portals, which are associated with targets. If a server’s initiator is logged on to
a target, and a new LUN is assigned to the target, the server can immediately access the LUN.

Securing data on an iSCSI SAN. To help secure data transfers between the server and the
subsystem, configure security for the login sessions between initiators and targets. Using
Storage Manager for SANs, you can configure one-way or mutual Challenge Handshake
Authentication Protocol (CHAP) authentication between the initiator and targets, and you can
also configure Internet Protocol security (IPSec) data encryption.
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Summary

Internet SCSI (iISCSI) can be a useful and relatively inexpensive way to provide storage for new
applications or to provide a networked pool of storage for existing applications. Microsoft and its
storage partners provide a variety of storage solutions that can be implemented relatively easily.
This report allows administrators and IT managers to explore iISCSI technology and see actual
deployment examples.

There is no question that iSCSI storage solutions and technology have a place in many IT
environments. The performance of iISCSI storage solutions is adequate for many applications
and iSCSI technology provides the benefits of storage area network technology for a lower cost
than Fibre Channel storage solutions.
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Related Links

For more information on storage for Windows Server Storage and iSCSI in particular, see the
following:

e Microsoft Storage at http://www.microsoft.com/storage/

e Microsoft iISCSI Storage at
http://www.microsoft.com/\WindowsServer2003/technologies/storage/iscsi/default.mspx

e Microsoft Windows Storage Server at
http://www.microsoft.com/windowsserversystem/wss2003/default. mspx

e Microsoft Windows Unified Data Storage Server 2003 at
http://www.microsoft.com/windowsserversystem/storage/wudss.mspx

e Microsoft Storage Technical Articles and White Papers at
http://www.microsoft.com/windowsserversystem/storage/indextecharticle.mspx

e Microsoft Scalable Networking Pack at
http://www.microsoft.com/technet/network/snp/default.mspx

¢ Microsoft Exchange Solution Reviewed Program — Storage at
http://technet.microsoft.com/en-us/exchange/bb412164.aspx

e Microsoft Cluster Server at
http://www.microsoft.com/windowsserver2003/technologies/clustering/default. mspx

For more information on the Microsoft storage partner products mentioned in this report, see the
following:

e Dell PowerVault NX1950 Networked Storage Solution at
http://www.dell.com/content/products/productdetails.aspx/pvaul nx1950?c=us&cs=555&lI
=en&s=biz

e EqualLogic PS3800XV at http://www.equallogic.com/products/view.aspx?id=1989

e HDS TagmaStore AMS1000 at
http://www.hds.com/products services/adaptable modular storage/

o HP StorageWorks 1200 All-in-One Storage System at http://www.hp.com/go/AiOStorage

o LeftHand Networks SAN/iQ at http://www.lefthandnetworks.com/products/nsm.php

For more information on RFC documents, see the following:
e RFC1334: CHAP and PAP at http://rfc.net/rfc1334.html
o RFC3720: iSCSI specification at http://rfc.net/rfc3720.html
e RFC4301: IPSec at http://rfc.net/rfc4301.html

For more information on IOMeter, the open-source 1/O load generator and performance analysis
tool:

e http://sourceforge.net/projects/iometer/
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