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Introduction 

Dell introduced its PowerEdge VRTX integrated IT solution for remote-office and small-

office environments. This solution integrates servers, storage, networking and 

management in a single chassis designed with dimensions, acoustics and security for the 

office setting. The PowerEdge VRTX is an ideal platform for clustered servers because it 

contains the network and storage infrastructure needed for clustered servers within a 

single chassis. In order to provide enterprise-class fault tolerance for clustered servers, the 

PowerEdge VRTX can be configured with an optional, redundant PERC that eliminates 

any single point of failure in access to internal shared storage, and provides next-level 

data protection inside the chassis. 

 

With the PowerEdge VRTX solution, Dell brings enterprise class high availability shared 

storage in a low-cost platform that does not require an external storage network, which 

can be cost prohibitive for these environments. Important applications such as databases, 

email applications and others can be deployed onto the PowerEdge VRTX platform with 

the redundant RAID controllers in a high availability configuration for relatively low cost 

compared to larger platforms that require additional, often expensive, equipment. 

 

In order to validate the fault-tolerance of the Dell SPERC8 storage adapters, Dell 

commissioned Demartek to build a Windows Server 2012 R2 failover cluster with a 

PowerEdge VRTX system using two SPERC8 adapters, and run a database workload, 

testing the failover functions. The redundant PERC adapters were configured in an 

active/standby configuration where the second PERC was hot and ready to take over the 

workload in the event of failure of the first PERC adapter. 

 

Key Findings 

We found that the PowerEdge VRTX system with the dual SPERC8 adapters performed 

the failover process very smoothly. The SQL Server application observed a delay of 39 

seconds for the first failover and only three seconds for the failback, and the application 

kept running without manual intervention. 
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This type of high availability solution is frequently available in more expensive equipment 

found in large datacenters. With the PowerEdge VRTX solution, high availability is 

available in lower cost solutions for the remote office, branch office and small office 

environments. 
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Dell PowerEdge VRTX 

The PowerEdge VRTX system is an integrated IT solution that combines the best of rack-

server technologies with some of the denseness of blade-server technologies in a form 

factor that is suitable for remote-office and small-office environments. The PowerEdge 

VRTX chassis combines up to four servers, 1 GbE or 10 GbE networking technology and 

internal storage that can be shared by the servers. The entire chassis can be managed using 

the Chassis Management Controller (CMC) via a command-line or a graphical user 

interface (GUI). 

 

The PowerEdge VRTX chassis is designed in such a way that the eight PCIe I/O slots can 

be assigned to any of the server nodes within the chassis. This makes it possible to provide 

the benefit of one expensive I/O adapter to multiple servers. 

 

The PowerEdge VRTX unit that we tested included the following: 

 Qty. 2 – Dell PowerEdge M620 servers, each server having: 

o 2x Intel Xeon E5-2620, 2.0 GHz, 12 total cores, 24 total threads 

o 32GB RAM 

 Qty. 2 – Dell Shared PERC (SPERC8) 6 Gb/s SAS/SATA RAID controllers, 

configured in fault-tolerant mode 

 Qty. 5 – Seagate 300GB 10K RPM 6 Gb/s SAS-interface HDDs 

 Qty. 1 – Dell R1-2401 PowerEdge VRTX 1Gb switch module 

o Qty. 8 – external 1Gb Ethernet ports 

o Qty. 16 – internal 1Gb Ethernet ports 

 Qty. 4 – 1100 watt power supplies 
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Test Configuration 

The test configuration included the PowerEdge VRTX chassis and components, along with 

one external server that acted as a workload generator. 
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Management Interface 

The CMC GUI provides management functions for the PowerEdge VRTX chassis and all 

of its components, either directly or indirectly. The chassis overview provides a clean 

picture of the components installed in the system, and their operational status. 

 

 
 

From the CMC, additional detail for any of the components can be obtained by clicking on 

the component. In the examples below, the details for one of the server and one of the 

SPERC8 adapters is shown. 
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Fault Tolerance 

The PowerEdge VRTX system supports fault tolerance for the storage by the use of the 

two SPERC8 adapters connected to the same storage. The CMC can determine if the two 

SPERC8 adapters have been correctly configured, as shown below. 
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High-Availability Direct-Attached Storage for Windows Server 

One of the technical capabilities provided by the PowerEdge VRTX solution is the ability 

to have high availability direct-attached storage (DAS) in a Windows Server environment. 

Small and medium-sized businesses and cloud datacenters that desire continuous 

application uptime can have access to their data in the event that a RAID controller was to 

fail. 

 

For this test, Demartek constructed a Windows Server 2012 R2 Failover Cluster using two 

server nodes with shared storage controlled by the pair of SPERC8 adapters, entirely 

within the PowerEdge VRTX chassis. Microsoft SQL Server 2012 was installed on each of 

the server nodes and an online brokerage application workload was deployed using 

shared storage within the PowerEdge VRTX chassis. An external server was used as a 

workload generator communicating with the cluster. Because of the architecture of the 

PowerEdge VRTX chassis, both server nodes can take advantage of the SPERC8 adapters. 

 

The Windows Server 2012 R2 Failover Cluster was deployed in the Demartek lab domain, 

as shown below. The cluster quorum disk and all the application storage was contained in 

the shared storage within the PowerEdge VRTX chassis. 
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The database application data was configured the same for each server node, with the 

database spread across three data volumes, one log volume, and a backup volume. The 

database consisted of 40,000 customers. The database consumes approximately 460GB and 

the log consumes approximately 196GB for a combined total of approximately 656GB. The 

drive letters used for the data volumes are shown below. 
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Failover Tests 

To test the high availability of the SPERC8 adapters, we started the SQL Server application 

workload, and while it was running, caused a failover to occur with the SPERC8 cards by 

issuing the appropriate commands. After a few minutes, we caused the failover to occur 

on the other SPERC8 adapter. During this time, we captured the performance statistics 

from the SQL Server application and the Windows Server node. 

 

SQL Server Transactions per Second 

The SQL server transactions per second momentarily dipped during both occurrences of 

the failovers. The first failover took a bit longer than the second failover, but the 

application kept running. 
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Physical Disk I/Os per Second 

The physical disk performance statistics are provided by the standard Windows 

Performance Monitor (Perfmon). The chart below shows the aggregate physical disk 

statistics for all of the database and log volumes. As expected, during each failover no disk 

activity was reported, but the application kept running. 
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Latency – Response Time 

One of the measures of application performance is the time taken to complete I/O 

requests. In the case of a high availability solution, during the failover, the application 

should pause but not error or receive a “timeout” condition. In this case, SQL Server 

running on a Windows Server Failover Cluster simply paused, and did not error out while 

the failovers occurred. The default settings for timeout values in the Window Server 

Failover Cluster and SQL Server were used for this test. Even during a failover that took 

several seconds to complete, the application did not fail or receive I/O errors. 
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Summary and Conclusion 

The Dell PowerEdge VRTX is an excellent solution for the remote office or small office that 

needs fault tolerance and high availability for its storage. The dual SPERC8 adapters 

provide this high availability, as we were able to demonstrate. When system uptime and 

data availability are crucial criteria, customers can rely on PowerEdge VRTX in the remote 

office and small and medium business environments. 

 

Some environments such as email, web servers and others are frequently run in a 24-by-7 

mode regardless of the size of organization using these applications. The PowerEdge 

VRTX solution brings the ability to run these types of applications in a lower-cost solution, 

without the need for expensive data center equipment. 

 

 

 

 

 

 

 

 

 
 

The most current version of this report is available at  

http://www.demartek.com/Demartek_Dell_PowerEdge_VRTX_2014-05.html on the Demartek website. 
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